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FIG. 10
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FIG. 11
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FIG. 12

{(4) PARITY DESTAGING

CM-A

[Fllo]tt213]

CM-B

FOEZZE

FEFEE

lof1]2]3 |16l17|18|19ﬂ

[Po[p1]F2]pa[12]13]1a]15]
g

(5) DATA DESTAGING

CM-A

[Pllo]st21s]

[P] [Po[P1[Pzlea)

Lo]1

16]17|18|19ﬂ

[Polp1[P2]Pal12]131a]15]
7




U.S. Patent Jun. 30, 2015 Sheet 13 of 37 US 9,069,476 B2

FIG. 13
4080
/
WWN INTERNAL
(1/0-Porty | LUN LU-ID
zz 0 2
zz 1 3
vy 0 3
vy 1 4
FIG. 14
( START )
A\
IF NECESSARY, FMD INFORMATION 14001

IS PROVIDED TO MANAGEMENT SERVER

Y

IREQUEST IS CHECKED AND
PG CONFIGURATION INFORMATION
IS UPDATED IN RESPONSE TO — 14002
PG CREATION GROUP CREATION REQUEST
FROM MANAGEMENT SERVER

\
PARITY GROUP IS INITIALIZED — 14003

Y

UPDATE PARITY GROUP BLOCKAGE L 14004
INFORMATION TO "NORMAL"

END



U.S. Patent Jun. 30, 2015 Sheet 14 of 37 US 9,069,476 B2

FIG. 15

START

IF NECESSARY, FMD INFORMATION L 15001
IS PROVIDED TO MANAGEMENT SERVER

Y

INTERNAL LU CONFIGURATION

INFORMATION IS UPDATED IN RESPONSE |~ 15002

TO INTERNAL LU CREATION REQUEST
FROM MANAGEMENT SERVER

INTERNAL LU IS INITIALIZED — 15003
y
UPDATE INTERNAL LU BLOCKAGE
INFORMATION TO "NORMAL" ~— 15004
END

FIG. 16
( START )

Y

IF NECESSARY, INTERNAL

LU CONFIGURATION INFORMATION AND —~— 16001
LU PATH DEFINITION INFORMATION

ARE PROVIDED TO MANAGEMENT SERVER

Y

PATH DEFINITION REQUEST IS RECEIVED | 16002
FROM THE MANAGEMENT SERVER

16003 - ALLOCATION |
IS ALLOCATION OF "\ CONPLETED

REQUESTED WWN
AND LUN COMPLETED? / v

ALLOCATION IS YET ( )
TO BE COMPLETED ERROR
Y

UPDATE LU PATH INFORMATION

— 16004

END



U.S. Patent Jun. 30, 2015 Sheet 15 of 37 US 9,069,476 B2

FIG. 17
( START )

Y

WWN (COMMUNICATION IDENTIFIER),
LUN, START ADDRESS, BLOCK LENGTH, 17001
AND WRITE DATA ARE ACQUIRED [
FROM RECEIVED WRITE REQUEST

Y

WWN AND LUN ARE CONVERTED 17002
INTO INTERNAL LUN NUMBER [

Y

START ADDRESS AND BLOCK LENGTH ARE
CONVERTED TO BLOCK SIZE L 17003
INSIDE CONTROLLER

Y

START ADDRESS AND BLOCK LENGTH ARE
CONVERTED INTO START ADDRESS — 17004
AND END ADDRESS ON PARITY GROUP

Y

IF NECESSARY, CACHE SEGMENT IS ENSURED,

WRITE DATA ARE SAVED IN CACHE SEGMENT, | 17005
AND WRITE COMPLETION IS RETURNED

TO HOST

END



U.S. Patent Jun. 30, 2015 Sheet 16 of 37 US 9,069,476 B2

FIG. 18

START

CACHE SEGMENT OF DESTAGING OBJECT L 18001
IS SELECTED

Y

CACHE MEMORY FOR OPERATION L 18002
IS SELECTED

Y

BLOCK SIZE OF FMD OF DESTAGING DESTINATION | __ 18003
IS MATCHED AND UNSTAGED BLOCK IS FILLED

18004 IS MIRROR :ROCESSING MIRROR PROCESSING
PARITY IS CREATED NECESoARYS \ IS CONDUCTED
IS PARITY CREATION
NECESSARY?
18011
Y ¥ o
OLD DATA ARE STAGED |~ 18005 CACHE SEGMENT SELECTED
IN 18001 IS DESTAGED TO
) TWO FMD

PRESENT PARITY IS STAGED (— 18006

J’ END

NEW PARITY SI CALCULATED |__ 13007
AND SAVED ON CACHE

v

NE PARITY IS DESTAGED |~ 18008

v

CACHE SEGMENT SELECTED |- 18009
IN 18001 IS DESTAGED

END



U.S. Patent Jun. 30, 2015 Sheet 17 of 37 US 9,069,476 B2

FIG. 19
( START )

\
WWN (COMMUNICATION IDENTIFIER),
LUN, START ADDRESS, BLOCK LENGTH, 19001

AND WRITE DATA ARE ACQUIRED [
FROM RECEIVED READ REQUEST

v

WWN AND LUN ARE CONVERTED 1000
INTO INTERNAL LUN NUMBER — 1900

Y

START ADDRESS AND BLOCK LENGTH ARE
CONVERTED TO BLOCK SIZE 19003
INSIDE CONTROLLER

\ 4

START ADDRESS AND BLOCK LENGTH ARE
CONVERTED INTO START ADDRESS —— 19004
AND END ADDRESS ON PARITY GROUP

Y

WHEN DATA ARE NOT PRESENT ON CACHE,
CACHE SEGMENT IS ENSURED — 19005
AND DATA ARE STAGED

\

DATA ON CACHE ARE TRANSFERRED
TO HOST — 19006

END



U.S. Patent

Jun. 30, 2015 Sheet 18 of 37 US 9,069,476 B2

FIG. 20

block[L]
%

\{ R NI T
pt————— [ U1 ceeee [ e L U2 coreecneenacns
i ! // //

\\ \\ /// ///
| | 7/ blockG] /

1 < RN
i 1 ~ hY
I 1 AN AN
i 1 \ N
1 i ~ ~
1 1 A N
! ! AN AN
i | N N
1 ] N AY
A N
! i N \
| | . \
i ] Y N
i i N N
1 & . . block[D]
! | N Y
1 i N N
..... |
Sa—- Y | R L) Dra——— V| 5% B K
\
! : \\ \\
1 1 N \
i N \
1 \ N
1 ! N \
! ! N s\
| 1 N \
1 1 N
1 1
1 i

ooooooo




U.S. Patent Jun. 30, 2015 Sheet 19 of 37 US 9,069,476 B2

FIG. 21
2030(2) 2030(2)
! .

L

N/

SFMD MASTER CONTROLLER }— 21010

2030 2030
// //

1 2010

FMD /O PROCESSING ]
PROGRAM + 2011

FMD INTERNAL
CONFIGURATION INFORMATION| T 2014
NOTIFICATION PROGRAM

FMD ADDRESS L 2012
CONVERSION INFORMATION_|

FMD INTERNAL L1 2013
CONFIGURATION INFORMATION;

FMD CONTROLLER




U.S. Patent Jun. 30, 2015 Sheet 20 of 37 US 9,069,476 B2

FIG. 22

2030(3) 2030(3)

L L

N/

CONVERTER L~ 22010
2030 2030
// //
1 2010
FMD 1/O PROCESSING i
PROGRAM + 2011

FMD INTERNAL
CONFIGURATION INFORMATION| T 2014
NOTIFICATION PROGRAM

FMD ADDRESS 1L 2012
CONVERSION INFORMATION _

FMD INTERNAL 1 2013
CONFIGURATION INFORMATION;

FMD CONTROLLER

| l
FMC ------- FMC

2020 2020

Z 1030

) 1030

\
1030 2
1030(3)




U.S. Patent Jun. 30, 2015 Sheet 21 of 37 US 9,069,476 B2

PARITY GROUP1

/ 5
I I
] i
i ]
| :
! l
| SUBPARITYGROUPt-1| || | |
L I
L FMD FMD FMD N
L N
: T [ | S | I |
] 1
[ SRR & S S e men el e s s s sl o s s s e e e e e . N [}
: l/ \‘ :
\ 1 : 1
L FMD FMD FMD L
| l b
H 4\ . - . 3y ——— 1 _/’ :
i SUB PARITY GROUP1-2 |
i

i |
i I
: : : : :
' PLURAL STORAGE PLURAL STORAGE PLURAL STORAGE :
l AREAS- AREAS- AREAS- |
: PROVIDING FMD PROVIDING FMD PROVIDING FMD |
1 /'

___________________________________________________________________



U.S. Patent Jun. 30, 2015 Sheet 22 of 37 US 9,069,476 B2

FIG. 24

Mem

12010 —14 SYSTEM MANAGEMENT PROGRAM

12050 —-| MANAGEMENT-SIDE FMD INFORMATION
ABOUT FMD

e

12060 - MANAGEMENT-SIDE PG CONFIGURATION
INFORMATION 1200

..

12070 —~{ MANAGEMENT-SIDE INTERNAL LU
CONFIGURATION INFORMATION

)

- —1210
12080 T4 MANAGEMENT-SIDE LU PATH INFORMATION

P

12090 —+-| MANAGEMENT-SIDE CANDIDATE FMD
INFORMATION ABOUT SUBSTITUTION

12100 4+ SURPLUS CAPACITY POLICY INFORMATION

S

12110 1N LOGICAL UNIT OPERATION INFORMATION

g




US 9,069,476 B2

Sheet 23 of 37

Jun. 30, 2015

U.S. Patent

2918
89052 ayig 8zl 890001 | zedALv TVINHON 9 19LS
89001 | @9l 9l 8900z | zedAL-g TVINHON g 1918
8905¢ axg z€ 8000z | zedAL-g TVINHON b 19LS
89051 axg z€ 8900z | zedAL-g TVINON € 19LS

8909 axg 9l 8900z | LedALv TVINHON z 19LS
89051 axg 9l 8900z | LodALv TVINEON ) 1918
Lo | 3zis | S39Yd OWH | ALIOVAYO | ¥ISWNN | NOLLYWHOSNI | ar- ar
SAoVAY | 0078 | 40 ¥3ENNN | ONIQIAOYA | T3AOW | FOWMOOTE | QW4 | 3OVHOLS
\
0G0cCl
GZ 9l




US 9,069,476 B2

Sheet 24 of 37

Jun. 30, 2015

U.S. Patent

Zo1s
14 g aamoodg 14 1O1S
9 %S¢ 2 0 TVINHON € 191S
v e %S . 4 2 TVINHON 4 1O1S
Zl %S 4 2 TVINHON 2 191S
onvarSioh | ALOVAVD | (A0 | TN | NOUYIMOIN | grog | argewaious
-~
090¢1
9¢ 9Ol




US 9,069,476 B2

Sheet 25 of 37

Jun. 30, 2015

U.S. Patent

ON Dy %05 g900¢ ] TYINHON ] Z91S
ON | ol %GZ 99000 b a3ayo001g S 191S
ON | Mol %05 g900y ¢ TYIWHON b 1918
SIA | iz %G/ 9905} z TYINEON ¢ 191S
ON | aMzis %G/ 8905 z TYINEON z 191S
ON | aM2is %ST 89001 ) TYINHON ) 191S
JOVINIOYId
NOILYWHOANI | 3ZIS ALIOVAYD | A e s | NOILYIWHOANI arnt | ..
JHYANOD | 00T \wﬁmwmxm ONIdIAOYd | dIOd JowM001g | TwnwaLNl | AIFFOVHOLS
—
0.L0c1




U.S. Patent Jun. 30, 2015 Sheet 26 of 37 US 9,069,476 B2

12080
Z
WWN

STORAGE-ID (/O-Port) LUN | INTERNAL LU-ID
STG1 zz 0 1
STG1 zz 1 2
STG1 vy 0 3
STG1 vy 1 4
STG2




US 9,069,476 B2

U.S. Patent Jun. 30, 2015 Sheet 27 of 37
12090
/
SURPLUS
STORAGE-ID | NUMBER OF FMD | CAPACITY PAR TICIPATING
PERCENTAGE
STGH 50%, 5
75% 12,34,

STG2




U.S. Patent Jun. 30, 2015 Sheet 28 of 37 US 9,069,476 B2

30?20
| —O=
File Edit View  Refresh [
e Hostt M STORAGE DEVICE ID: FMD3
L APPLICATION ATTACHMENT POSITION: ...
H DL MODEL NUMBER: B-Type2
= (L NUMBER OF FMC PAGES: 16 PAGES
: BLOCK SIZE: 8KB
= sT61 PROVIDING CAPACITY: 200GB
L SURPLUS CAPACITY:150GB
-3 [F) STORAGE DEVICE SURPLUS CAPACITY PERCENTAGE: 75%
- [P FMD1 STATE: NORMAL
+-E3[F) FMD2
-3 [R] FMD3
= (B FMDx 30040
o = SUBSTITUTION
®(S) CANDIDATE DEVICE
-FE ) PARITY GROUP
- [T) INTERNAL LU
- (B PORT
) A \ A

30010 30030



U.S. Patent

Jun. 30, 2015 Sheet 29 of 37 US 9,069,476 B2
' 30020
\
=T
File Edit View  Refresh [
=) Host1 PARITY GROUP ID: PG1 )
T RAID LEVEL: RAID1
L] APPLICATION NUMBER OF STORAGE DEVICES: 2
+ LU PROVIDING CAPACITY: 200GB
: SURPLUS CAPACITY PERCENTAGE: 25%(!)
STATE: NORMAL
= X
-H (B} STORAGE DEVICE

- =1 SUBSTITUTION
* CANDIDATE DEVICE

PARITY GROUP
i PG1
T PG2

[
H i,

------ 7 £ PGx 30040

- [T] INTERNAL LU
- (B PORT

DETAIL:
SURPLUS
D STATE CAPACITY
PERCENTAGE
FMD1 | NORMAL 75%
FMD2 | SURPLUS SHORTAGE | 25%(})

30010

30030



US 9,069,476 B2

Sheet 30 of 37

Jun. 30, 2015

U.S. Patent

¢t Ol

0g00¢ 0i00¢
&l : 7Y :

L0d ) F-

N1 1vNY3LNI [ &

xod B
SAdAL HLOg | SAIvY | AILVHINIDIA | XOd 0b00e od &3 =
¢ Savy aaooa | xod 0
%SZ ZadAL-v | oaivy TYINHON | €9d 19d @
%G L ledAl-g | Laivd TYWHON | 29d dNOYI ALV ;

30IA3Q FLYAIANYD BE

SMdANs 30IA3a 39vYOoLS [d) #-
EBNANESED) ors e
ALIDvdyo | H3EMON | EASS awvis| al D

SN1dHNS :

Aivi3a N &
7 :SANOYS ALV 40 HgNNN NOILYOIdaY [] s}
. 1915 01 39VHOLS ] hso (LJ=

) yseyey  Meip yp3 ol

=0 [
T
0200¢




U.S. Patent Jun. 30, 2015 Sheet 31 of 37 US 9,069,476 B2

] 30020
\
} I
File Edit View  Refresh [
2] Host1 INTERNAL LU ID: 1-LU1 )
e e PARITY GROUP ID: PG1
L] APPLICATION BLOCK SIZE: 512B
+ Ly COMPARE INFORMATION: No

PROVIDING CAPACITY: 200GB

SURPLUS CAPACITY PERCENTAGE: 25%(!)
HsT61 STATE: SHORTAGE IN SURPLUS CAPACITY
-H [F) STORAGE DEVICE

-3z (] SUBSTITUTION
+ CANDIDATE DEVICE

-4 [T INTERNAL LU

,+ @ LU
1+ o) -Lus

30010 30030



U.S. Patent Jun. 30, 2015 Sheet 32 of 37 US 9,069,476 B2

FIG. 34
30?20
} — D =25
File Edit View  Refresh [
g Hostt & PORT ID: zz ‘

LUN NUMBER: 0

‘+ APPLICATION INTERNAL LU ID: I-LU
+ LU BLOCK SIZE: 512B
: PROVIDING CAPACITY: 200GB

SURPLUS CAPACITY PERCENTAGE: 25%(!)
= HISLEl STATE: SHORTAGE IN SURPLUS CAPACITY
- [F) STORAGE DEVICE

-£5 5] SUBSTITUTION
7 = CANDIDATE DEVICE

30040

(
30010 30030



US 9,069,476 B2

Sheet 33 of 37

Jun. 30, 2015

U.S. Patent

0e00¢ 0100t
n N
%859 adA | - A .
b 80005 | zedil-v | TvWMON| AQWA4 0P00E :
%S L 49008 | LedAl-g | TYWHON| XQ4 L¥od ) H-
N1 vYNY3LINI [ -
N odf -y | 3OVLIHOHS
(D%sz 89002 | ¢edAL-v | To i ang| SaNd dNOND ALINYd &
30M3A ILYAIANYD .o
FOVINIOHId | | 15vgyo | w3annN NOLLNLLSaNs &) &
ALIOVAYO | gnidineud | - 3500 aLvis|  al
SN1duns
TIVLEA
%GZ ‘IOV.INIONId ALIOVAYD SN1dUNS WNNINIW - H+
%99 ‘IOVINIONId ALIOVAVYO SN1dUNS IOVHIAY = "
§ :$321A3Q ALVAIANYD NOILNLILSENS 40 ¥38WNN NOILYOIdaY [¥] il
. 19LS 01 3DINIQ FOVHOLS | isop [JE
| ysausy  MAIA up3 aliq
el i R \

\
0200€

ge oOld




U.S. Patent

Jun. 30, 2015 Sheet 34 of 37 US 9,069,476 B2
' 30020
/ — B
File Edit View Refresh [
e Host1 B APPLICATION ID: WEB SERVER 1

1

E[A . | APPLICATION
..... t:[A] MAIL SERVER
..... £4[A] ARCHIVE 1

= (T)sdas
~. [A] WEB SERVERf
- [ sdat

= -sd 2
----- & D

: et

-H (B) STORAGE DEVICE

- =] SUBSTITUTION
w CANDIDATE DEVICE

-iF & PARITY GROUP
-H (T] INTERNAL LU
-8 (B PORT

)

LU IDENTIFICATION NAME ON HOST: sda2

PORT NUMBER yY(STG1)

LUN NUMBER: 0

PROVIDING CAPACITY: 100GB

SURPLUS CAPACITY PERCENTAGE: 8%(!)

STATE: ARCHIVED

APPLICATION POLICY:

[1] SURPLUS CAPACITY PERCENTAGE IS THRESHOLD
40% OR LOWER: SEND A WARNING MAIL

[2] SURPLUS CAPACITY PERCENTAGE IS THRESHOLD
30% OR LOWER: ARCHIVE

(
30010

30030




U.S. Patent

Jun. 30, 2015 Sheet 35 of 37 US 9,069,476 B2
' 30020
\
I -
File Edit View Refresh
=[] Host1 INTERNAL LU ID: I-LU1
e PARITY GROUP ID: PG1
i A APPLICATION BLOCK SIZE: 5128
- (DL COMPARE INFORMATION: No
: PROVIDING CAPACITY: 200GB
' SURPLUS CAPACITY PERCENTAGE: 25%(!)
= sTo STATE: SHORTAGE IN SURPLUS CAPACITY
: Tier: HIGH-SPEED ARCHIVE Tier
- Tier
- (F) HIGH-SPEED Tier
L, 37010
----- i () STANDARD Tier
,,,,, - = HIGH-SPEED
k= I ARCHIVE Tier
37020
LI ) 1L
. = LOW-SRRED
...... oy ARCHIVE
30040
-2 (O PORT
@PoRr i i

(
30010

30030



US 9,069,476 B2

Sheet 36 of 37

Jun. 30, 2015

U.S. Patent

ruonesBiwion | J8il JAIHOEY d3IdS-HOIH | ¥3IMOT H0 %02 9
JIVINHON, 1eis J1VIS IWVINHON | HIHOIH HO %09 G
" JOAJQUIOIE R [OASP L IAIHOYY OL NO SSVd | ¥3aMO1 HO %0P ¥
-desidwuspuss dv¥Ll dANS AN3S | H3IMOT HO %08 ¢
QIAIHOHY, 181s % "joABojByogem IAIHOEY | H3IMOTHO %0¢€ z
JIVINONINYYAM, L- llew TIVIN ONINYVYM V ANTS | H3IMOT HO %0¥ |
NOILONYLSNI NOILOV JNVYN NOILOY aTOHSIHHL mm_wwﬂmo@h

\

0oLzt




US 9,069,476 B2

Sheet 37 of 37

Jun. 30, 2015

U.S. Patent

Z1SOH
YIAYIS TIVI s'v'e|  TYINHON L ISOH
| ¥Y3AY3S 9IM Z'L | aanHouY 7z Zpes | LSOH
| Y3AYIS 9IM Z1 |  TvINYON AR Leps L LSOH
WIHIUNIal | ¥IHINEal
JONVLSNI NOILND3XT ADITOd 31VIS | NN mm_n__w_mmom mm%_:..wwﬂ mm_u_:l.r_/%uﬂ
NOILYOITddY 3SN | NOLLYOIddy
/
oLzl




US 9,069,476 B2

1
METHOD FOR MANAGING STORAGE
SYSTEM USING FLASH MEMORY, AND
COMPUTER

CROSS-REFERENCE TO RELATED PATENT
APPLICATIONS

Japan Priority Application 2009-147182, filed Jun. 22,
2009 including the specification, drawings, claims and
abstract, is incorporated herein by reference in its entirety.
This application is a Continuation of U.S. application Ser. No.
12/546,395, filed Aug. 24, 2009, incorporated herein by ref-
erence in its entirety.

BACKGROUND

The present invention generally relates to a storage system
comprising a plurality of storage devices.

The storage systems using a HDD (hard disk drive) as a
storage medium have been commonly used in an information
system.

On the other hand, since the bit cost of flash memories has
been decreasing in recent years, flash memories have become
effective storage devices. The technology disclosed in U.S.
Patent Application Publication No. 2007/0283079 describes
the configuration in which a storage system has a plurality of
flash memory device having a plurality of flash memories,
and a controller having an /O processing control unit for
accessing a flash memory device specified by a designated
access destination in an I/O request received from an external
device from among the plurality of flash memory devices, and
in which a parity group contains by the flash memory devices
having the same internal configuration.

SUMMARY

Although the technology disclosed in U.S. Patent Applica-
tion Publication No. 2007/0283079 provides the storage sys-
tem that uses highly reliable or high-performance flash
memories, it is difficult for a manager of the storage system to
manage it in consideration of that the flash memories are the
storage media.

An object of the present invention is to facilitate manage-
ment of a storage system that uses a flash memory as a storage
area.

A controller of the present invention, in the storage system
that has a flash memory chip, manages a surplus capacity
value of the flash memory chip and transmits a value based on
the surplus capacity value to a management server on the
basis of at least one of the definition of a parity group, the
definition of an internal LU, and the definition of a logical
unit. The management server uses the received value based on
the surplus capacity value, to display the state of the storage
system.

According to the present invention, management of the
storage system that uses the flash memory as a storage area
can be facilitated.

BRIEF DESCRIPTION OF THE INVENTION

FIG. 1 shows an example of a hardware configuration of
the information system of one embodiment of the present
invention;

FIG. 2 shows an example of hardware configuration and an
example of software configuration of an FMD;

FIG. 3 illustrates an overview of the present embodiment;
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FIG. 4 shows computer programs and information present
in the host and storage system;

FIG. 5 shows an example of FMD information saved with
the storage controller;

FIG. 6 shows an example of the PG configuration informa-
tion;

FIG. 7 shows an example of the internal LU configuration
information;

FIG. 8 shows an address space of a parity group of RAID
1+0;

FIG. 9 shows an address space of a parity group of RAID 5;

FIG. 10 shows an example of using a cache in the address
space shown in FIG. 8;

FIG. 11 shows part of an example of using a cache in the
address space shown in FIG. 9;

FIG. 12 shows remaining part of an example of using a
cache in the address space shown in FIG. 9;

FIG. 13 shows an example of the LU path information;

FIG. 14 is a flowchart illustrating the definition processing
of a parity group executed in the configuration control pro-
gram;

FIG. 15 is a flowchart illustrating the definition processing
of an internal LU executed in the configuration control pro-
gram;

FIG. 16 is a flowchart illustrating the path definition pro-
cessing of a LU executed in the configuration control pro-
gram;

FIG. 17 is a flowchart of processing conducted in the case
where the I/O processing program has received a write
request;

FIG. 18 shows a process of parity creation and destaging
executed repeatedly by the cache control program;

FIG. 19 shows an example of processing flow performed
when the [/O processing program has received a read request;

FIG. 20 shows an example of the hierarchical structure of
the address space;

FIG. 21 shows an example of SFMD that is one of the
variations of the FMD;

FIG. 22 shows an example of a plural storage areas-pro-
viding FMD that is one of the variations of the FMD;

FIG. 23 shows an example of a sub-parity group configured
of FMD of the plural storage areas-providing FMD shown in
FIG. 22,

FIG. 24 is a diagram showing an example of a software
configuration of a management server;

FIG. 25 is a diagram showing an example of management-
side FMD information;

FIG. 26 is a diagram showing an example of management-
side PG configuration information;

FIG. 27 is a diagram showing an example of management-
side internal LU configuration information;

FIG. 28 is a diagram showing an example of management-
side LU path information;

FIG. 29 is a diagram showing an example of management-
side candidate FMD information about substitution;

FIG. 30 is a first display example of the management
server;

FIG. 31 is a second display example of the management
server;

FIG. 32 is a third display example of the management
server;

FIG. 33 is a fourth display example of the management
server;

FIG. 34 is a fifth display example of the management
server;

FIG. 35 is a sixth display example of the management
server;
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FIG. 36 is a seventh display example of the management
server;

FIG. 37 is an eighth display example of the management
server;

FIG. 38 is a diagram showing an example of surplus capac-
ity policy information; and

FIG. 39 is a diagram showing an example of logical unit
operation information.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

Embodiments of the present invention will be explained
below with reference to the appended drawings. Note that in
the following description, the information items in the present
invention are described by “xxx table,” “xxx list,” “xxx DB,”
“xxx queue” and the like, but these information items may be
expressed by data structures other than “table,” “list,” “DB,”
“queue” and the like. Therefore, in order to explain that the
information items are not dependent on the data structure,
“xxx table,” “xxx list,” “xxx DB,” “xxx queue” and the like
are often called “xxx information.” Furthermore, the content
of'each information item is described by “identification infor-
mation,” “identifier,” “title,” “name,” and “ID,” and these
terms can be mutually replaced. In addition, a data content is
described by “information” but may be described in another
way.
In the following description, “program” is mainly
described, but “processor” may be mainly described, because
a program is executed by a processor and thereby performs
predetermined processing by using a memory and a commu-
nication port (communication control device). The process-
ing that is described to be performed by the program may be
carried out by a computer of a management server or a storage
system, or an information processing device. Furthermore,
some or all of the programs may be realized by a dedicated
hardware. Various programs may be installed on each com-
puter by a program distribution server or a storage media.
<1. Configuration of Information System>

FIG. 1 illustrates an example of hardware configuration of
an information system of one embodiment of the present
invention.

The information system comprises, for example, a storage
system 1000, a host computer (abbreviated hereinbelow as
“host”) 1100, and a management server 1200. The number of
storage systems 1000, hosts 1100, and management servers
1200 can be more than one each. The storage system 1000 and
host 1100 are connected to each other via an I/O network
1300. The storage system 1000, the management server 1200,
and the host 1100 are connected to each other via a manage-
ment network (not shown in the figure) or the /O network
1300.

The host 1100 has an internal network 1104, and a proces-
sor (abbreviated in the figure as “Proc”) 1101, a memory
(abbreviated in the figure as “Mem”) 1102, and an I/O port
(abbreviated in the figure as “I/OP”) 1103 are connected to
the network 1104.

The management server 1200 has a management server
internal network 1204, to which a processor (abbreviated as
“Proc” in the diagram) 1201, a memory (abbreviated as
“Mem” in the diagram) 1202, a management port (abbrevi-
ated as “MP” in the diagram) 1203, and an input/output
device (abbreviate as “I/O device” in the diagram) 1205 are
coupled. Examples of the input/output device include a dis-
play, a keyboard and a pointer device, but a device other than
these devices may be used. Further, a serial interface or an
Ethernet interface may be substituted with the input/output
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device. A display computer having a display, a keyboard or a
pointer device may be connected to the interface, and display
information or input information may be transmitted to or
received from the display computer to display or receive the
inputs on the display computer. Furthermore, the manage-
ment server 1200 can receive a management operation
request from a user (for example, an operator of the manage-
ment server 1200 is often simply called “manager”) and send
the received management operation request to the storage
system 1000. The management operation request is a request
for operating the storage system 1000 and can be, for
example, a parity group creation request, an internal LU
creation request, and a path definition request. Each of those
request is described below.

Hereinafter, a collection of one or more computers for
managing the information system and displaying the display
information of the invention of the present application is often
called “management system.” When the management server
1200 displays the display information, the management
server 1200 is the management system. A combination of the
management server 1200 and the display computer is also the
management system. Moreover, the processing equivalent to
the processing performed by a management computer may be
realized by a plurality of computers in order to increase the
speed and reliability of management processing, in which
case the plurality of computers (including the display com-
puter when it performs display) serve as the management
system.

Connection via a fiber channel is a primary candidate for
the /O network 1300, but a combination of FICON (Flber
CONnection: trade name), Ethernet (trade name), TCP/IP,
and iSCSI or a combination of network file systems such as
Ethernet, NFS (Network File System), and CIFS (Common
Internet File System) can be also considered. Furthermore,
the I/O network 1300 may be of any type, provided thatitis a
communication device capable of transferring I/O requests.
In addition, the I/O network 1300 and the management net-
work may be the same network.

The storage system 1000 comprises a controller (repre-
sented by CTL in the FIG. 1010, a cache memory (repre-
sented by Cache/Shared Mem in the FIG. 1020, and a plural-
ity of flash memory devices (sometimes abbreviated
hereinbelow as “FMD”) 1030. Note that the FMD is typically
considered as, but not limited to, a device that can be extracted
from or inserted into the storage system as a maintenance
replacement part. In the preferred embodiment, the controller
1010 and cache memory 1020 are composed of a plurality of
components. This is because even when failure has occurred
in a unit component and the component is blocked (i.e.,
becomes unavailable), the I/O requests represented by read or
write request still can be continuously received by using the
remaining components.

The controller 1010 is a device (for example, a circuit
board) for controlling the operation of the storage system
1000. The controller 1010 has an internal network 1016. An
1/O port 1013, a cache port (represented by CP in the FIG.
1015, a management port (represented by MP in the FIG.
1016, a backend port (represented by B/EP in the FIG. 1014,
a processor (for example, a CPU) 1011, and a memory 1012
are connected to the network 1016. The controller 1010 and
cache memory 1020 are connected to each other with a stor-
age internal network 1050. Furthermore, the controller 1010
and each FMD 1030 are connected to each other with a
plurality of backend networks 1040. Note that a connection
medium and a protocol introduced in the 1/O network 1300
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may be adopted as the backend network, but other medium,
such as SAS, SATA, or PCI-Express, and another protocol
may be adopted.

The networks located inside the host 1100 and storage
system 1000 preferably have bands wider than the transfer
band of the 1/O port 1013 and may be partially or entirely
replaced with a bus or switch-type network. Furthermore, in
the configuration shown in FIG. 1, one I/O port 1013 is
present in the controller 1010, but actually a plurality of I/O
ports 1013 may be present in the controller 1010.

The above-described hardware configuration enables the
host 1100 to read or write some or all data saved in FMD 1030
of'the storage system 1000, and the management server 1200
to manage the information system.

FIG. 4 shows computer program and information present
in the host 1100 and storage system 1000. Note that the
computer programs and information included in the manage-
ment server 1200 are described hereinafter.

In the controller 1010, FMD information 4050, PG con-
figuration information 4060, internal LU configuration infor-
mation 4070, and LU path information 4080 are held by at
least one of the processor 1011, memory 1012, I/O port 1013,
backend port 1014, and cache port 1015 in the controller
1010, and the controller executes an /O processing program
4010, a cache control program 4020, and a configuration
control program 4030. The entire information held in the
controller 1010 or part thereof may be held in an area (for
example, part of FMD 1030 or cache memory 1020) outside
the controller 1010 inside the storage system 1000.

When a program is the subject in the following description,
the program of subject will be executed by a processor.

The 1/O processing program 4010 receives an 1/O request
(for example, a read request or a write request) from the host
1100 and executes processing according to this I/O request.
More specifically, for example, the 1/O processing program
4010 transfers the data saved in the cache memory 1020 (read
object data corresponding to the read request) to the host 1100
and saves the data received from the host 1100 (write object
data corresponding to the write request) in the cache memory
1020. When the 1/O request from the host 1100 is in a block
access format, the I/O processing program 4010 also can
perform processing for providing a logical volume (for
example, a logical unit (abbreviated as “LU”) in SCSI) that
will be the access object. Furthermore, when the /O request
from the host 1100 is in a file format, the I/O processing
program 4010 can perform processing for providing a file or
directory that will be the access object. The I/O processing
program 4010 may also perform processing for providing
access for other I/O requests (for example, database query or
1/0O request in a CKD format).

The cache control memory 4020 can, autonomously or
together with the /O processing program 4010 or indepen-
dently therefrom, copy (including moving) the data saved by
the FMD 1030 to the cache memory 1020 and copy the data
saved by the cache memory 1020 to the FMD 1030. The cache
control program 4020 may further perform the processing of
producing and/or updating the redundancy data represented
by RAID from the data saved in the cache memory 1020, as a
processing for improving reliability.

The configuration information program 4030 can perform
the processing of referring and/or updating at least one infor-
mation of the FMD information 4050, PG configuration
information 4060, internal LU configuration information
4070, and LU path information 4080 in response to a con-
figuration change and/or configuration reference request. The
configuration change and/or configuration reference request
can be issued, for example, from at least one from among the
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management server 1200, host 1100, and other computers.
Note that the configuration control program 4030 receives
other requests from the management server 1200 described
hereinafter, and responses to the request.

The FMD information 4050 includes information relating
to FMD 1030. The PG configuration information 4060
includes parity group (sometimes abbreviated as PG herein-
below) configuration information. The internal LU configu-
ration information 4060 includes information for configuring
some or all the areas of the FMD contained in the parity group
as an internal logical unit (abbreviated hereinbelow as “inter-
nal logical unit” or “internal LU”). The LU path information
includes information representing the correspondence rela-
tionship between the internal LU and the LU provided by the
1/0 port 1013 to the host 1100. In the explanation below, the
case will be mainly described in which the internal LU does
not extend through an area of a plurality of parity groups, but
the present invention is not limited to this case. The internal
LU may extend through the area having the plurality of parity
groups and contain Concatenate or striping.

The internal LU is a logical entity that is present in case
when a plurality of ports are associated with one storage area
or when none of the ports are associated temporarily. Further,
when a request inquiring the capacity or block size of the
logical unit is received from the host 1000 or the management
server 1200, the controller 1010 may transmit the capacity or
block size of the internal LU in relation to the logical unit that
is designated by the inquiring request. Similarly, when a
request inquiring the identifier for the logical unit is received
from the host 1000 or the management server 1200, the con-
troller 1010 may transmit the value based on the LUNs allo-
cated to the logical units or transmit the value based on the
identifier of the internal logical unit corresponding to the
logical unit.

Note that one or more, or all of the FMD information 4050,
internal LU configuration information 4060, internal .U con-
figuration information 4070, and LU path information 4080
may be called “storage configuration information.” The stor-
age configuration information may include other informa-
tion.

In the host 1100, at least one of an OS 4101, a file system
4102, and application program (abbreviated hereinbelow as
“application”) 4103 is executed by at least one of the proces-
sor 1101, memory 1102, and I/O port 1103.

The application 4103 is a program (for example, a Web
server program or database management program) for per-
forming business processing in response to a request from a
user or another computer, while reading and writing data such
as files, by relying upon the OS 4101 or file system 4102.

The OS 4101 sends an I/O request issued by the application
4103 or file system 4102 to the I/O port 1013 of the storage
system 1000 or receives data from the storage system 1000.
The file system 4102 can convert the I/O request in the file
format from the applicationto an I/O request in a block format
or an I/O request in an network file system protocol format
and request the transfer of the 1/O request to the OS 4101.
Note that the OS 4101 and the file system 4102 may include
other processes.

The host 1100 may also execute other programs. Further-
more, the host 1100 may also send and receive a request other
than the block I/O request or file I/O request, for example, a
database query or CKD-type request. Moreover, the entire
processing of the program including a file system or OS
executable by the host 1100 or controller 1010, or part of the
processing, may be implemented by the hardware.

FIG. 24 is a diagram showing the computer programs and
information present in the management server 1200. The
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memory 1210 stores a system management program 12010,
management-side FMD information about FMD 12050,
management-side PG configuration information 12060, man-
agement-side internal LU configuration information 12070,
management-side LU path information 12080, management-
side candidate FMD information about substitution 12090,
surplus capacity policy information 12100, and logical unit
operation information 12110. Note that the memory 1210
may store other data or omit some of the information items
described above.

The system management program 12010 is a program that
manages the storage system 1000 or the host 1100.

The management-side FMD information about FMD
12050 stores information on the FMD 1030 installed in the
storage system 1000.

The management-side PG configuration information
12060 stores information on a parity group defined by the
storage system 1000.

The management-side internal LU configuration informa-
tion 12070 stores information on the internal LU defined by
the storage system 1000.

The management-side LU path information 12080 stores
information on the logical unit defined by the storage system
1000.

The management-side candidate FMD information about
substitution 12090 stores the candidate FMD information
about substation of the storage system 1000.

The surplus capacity policy information 12100 stores an
operation policy based on the surplus capacity value of the
FMD 1030. The logical unit operation information 12110
stores information on the operation of the logical unit.

Note that the management server 1200 may use a CD-
ROM or other medium to store the system management pro-
gram 12010 into the memory 1210. Furthermore, the man-
agement server 1200 may store the system management
program 12010 distributed from a distribution computer into
the memory 1210, or execute the installed program distrib-
uted from the distribution computer to store the system man-
agement program 12010 into the memory 1210 into the
memory 1210.

Note that one or more, or all of the management-side FMD
information about FMD 12050, management-side internal
LU configuration information 12060, management-side
internal LU configuration information 12070, and manage-
ment-side LU path information 12080 may be called “man-
agement-side storage configuration information.” The man-
agement-side storage configuration information may include
other information.
<2. Overview of the Present Embodiment>

A flash memory (often abbreviated as “FM” hereinafter),
which is a block-type storage device, performs data manage-
ment in a unit called “page” or “erase block™ (or “block™).
Specifically, reading/writing of data from/to the flash
memory is realized by the following three operations:

(Operation 1) Data reading operation targeting a desig-
nated page

(Operation 2) Data writing operation targeting a desig-
nated page

(Operation 3) Data deletion operation targeting a desig-
nated block

Note that “block™ is a unit of a collection of a plurality of
pages.

The flash memory is suitable for random access because it
does not involve a head seek or a rotation wait, by contrast
with a HDD. However, the flash memory sometimes affects
the data storing in association with how frequently the data
are written or deleted (However, there are other causes that
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affect the data storing). For example, it is pointed out that
when writing or erasing is performed on a certain page over a
predetermined number of times, the probability of failure of
data storage on this page increases.

As a countermeasure technique for resolving this problem,
there is a rewriting technology called “wear leveling”
described in U.S. Patent Application Publication No. 2007/
0283079. In the wear leveling technology, when an access
with write locality to the FMD functioning as a storage device
using the flash memory is continuously received, the control-
ler controlling the flash memory converts the address desig-
nated by the access made from the outside the host, to a page
address or a block address of a flash memory chip by using
address conversion information possessed by the FMD, and
reads from or writes to a page of the flash memory chip, or
deletes the block. The controller controlling the flash memory
then performs control such that a specific address of the
address space provided to the outside by the FMD does not
always correspond to a specific page or block of a flash
memory.

The FMD, on the other hand, is provided with not only a
storage capacity provided to the controller 1010 as a device
(to be referred to as “providing capacity” or “providing stor-
age capacity” hereinafter) and a storage area having a capac-
ity required for storing management information or redun-
dancy code required for realizing the abovementioned storage
capacity, but also a surplus storage area (to be referred to as
“surplus area” hereinafter) just in case when a problem occurs
in a certain amount of pages or blocks. By ensuring this
surplus area, even in the case of a failure in some pages or
blocks, the FMD can store the amount of data equivalent to
the providing capacity by allocating pages or blocks obtained
as the surplus area at the time of the occurrence of the failure.
Note that until the occurrence of a failure, the surplus area
may be used for allocation or wear leveling, or may be used
for wear leveling before the occurrence of a failure (in other
words, the surplus area is managed as it is).

Because the blocks of the storage device indicates the unit
of access made minimally by the host, a page of the flash
memory chip is called “block,” and a block is called “seg-
ment” hereinafter, in order to avoid any confusion.

As described above, the storage system using the FMD
processes an access request issued by the host, but it is diffi-
cult for the manager managing the storage system to conduct
the management in consideration of the characteristics of the
flash memory. Examples of the reasons are described below.

(Reason 1) Even when wear leveling is used, an FMD
failure is caused by a block or segment failure in the flash
memory, and at the same time this failure is hidden by the
wear leveling processing. Therefore, it is not easy for the
manager to analyze the condition of the FMD failure. In
addition, outside the FMD, the storage system carries out
integration and division of the data storage arcas and/or
divides one data storage areas to provided it as a logical unit,
astypified by RAID processing. The storage system performs
therein other processing such as complicated address conver-
sion for providing the host with a plurality of storage areas by
using a plurality of FMDs. Furthermore, the detail obtained
from the address conversion changes depending on sparing,
data migration or other method for realizing the storage sys-
tem, and in some cases the storage system changes autono-
mously. Therefore, it is even more difficult for the manager to
analyze the condition of the FMD failure.

(Reason 2) Even if an FMD having little surplus area left,
such the FMD can be effectively utilized as long as writing is
not performed thereon. However, at present, the FMD is not
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used in accordance with the situation and the capacity of the
surplus area (i.e., the surplus capacity).
FIG. 3 is a diagram showing the overview of the present
invention.
FIG. 3 is used to describe an example in which the storage
system 1000 is provided with five FMDs 1030-1 through
1030-5. Here, the FMDs 13030-1, 1030-2 and 1030-5 have
one flash memory chip therein (to be referred to as “FMC”
hereinafter), and the FMDs 1030-3 and 1030-4 have two
FMCs therein. The FMD 1030-1 and the FMD 1030-2 con-
figure a parity group 1, and the FMD 1030-3 and the FMD
1030-4 configure a parity group 2. The FMD 1030-5 is a
substitution candidate FMD that is used as a substitution
FMD when a failure occurs in the FMDs 1030-1 through
1030-4. The LU1 through U3 are LUs to be accessed by the
host, LU1 corresponding to the parity group 1, LU2 and LU3
to the parity group 2.
The FMD 1030-1, FMD 1030-2, and FMD 1030-5 have
one FMC, and the FMD 1030-3 and FMD 1030-4 have two
FMCs. The seven squares illustrated in each FMC in FIG. 4
represents segments, wherein the squares with an “x” mark
represent the segments that are not appropriate for data stor-
age due to the occurrence of a failure therein. Note that when
the unit of failure management is indicated by a block, each
square of the FMC may be replaced with a block.
The conditions of the FMDs 1030-1 through 1030-5 in the
present embodiment are as follows.
Size of 1 segment: 50 GB
FMD 1030-1: Providing capacity=200 GB, Surplus capac-
ity=150 GB, Failure capacity=0 GB
FMD 1030-2: Providing capacity=200 GB, Surplus capac-
ity=50 GB, Failure capacity=100 GB

FMD 1030-3: Providing capacity=200 GB, Surplus capac-
ity=150 GB, Failure capacity=350 GB

FMD 1030-4: Providing capacity=200 GB, Surplus capac-
ity=350 GB, Failure capacity=150 GB

FMD 1030-5: Providing capacity=200 GB, Surplus capac-
ity=100 GB, Failure capacity=50 GB

LU1: Host providing capacity=100 GB

LU2: Host providing capacity=50 GB

LU3: Host providing capacity=150 GB

Note that the above example sets the segment size at a large
value, but of course other value may be set. For example, in
the present invention, 1 segment consists of several kilo bytes
to several tens of kilo bytes (or bits), but typically it is set at a
value larger than 512 bytes, which is the minimum size of the
specification of the blocks that can be designated by a SCSI or
other communication protocol through which the host
accesses the storage. Similarly, the relationship between the
numbers of parity groups, FMDs, LUs and FMCs may be
one-to-one, many-to-one, one-to-many, or many-to-many, or
the relationships may vary depending on the presence thereof.
Considering the capacity efficiency and capacity perfor-
mance, it is preferred that the FMDs 1030 configuring the
parity groups have the same providing capacity, the same
number of FMCs, the same block size and segment size, and
the same FMD controller characteristics, but they are not
necessarily the same. Further, at least one of the number of
FMDs 1030 corresponding to the parity groups, the providing
capacity, and the FMD internal configuration may vary
between the parity group 1 and the parity group 2. Of course,
the block size, the segment size and the capacity of the FMC
incorporated in each FMD 1030 may also vary, and the num-
ber of FMCs may vary as well.

The controller 1010 has the following information, as
described above.
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FMD information 4050: Having the providing capacity
and surplus capacity value of at least each FMD.

PG configuration information 4060: Having a correspon-
dencerelationship between at least each FMD and each parity
group.

Information including internal LU configuration informa-
tion and LU path information: Having a correspondence rela-
tionship between at least each parity group and a logical unit.

Based on the configuration information of the storage sys-
tem, the management server 1200 obtains the surplus capac-
ity value of the flash memory in relation to the logical unit (for
example, the value of the surplus capacity represented with
bytes or bits, the number of blocks or segments, the surplus
capacity percentage (proportion of the surplus capacity to the
providing capacity), or the value obtained by performing
mathematical processing on these values). The management
server 1200 then displays the obtained value to the operator,
or uses each logical unit differently by means of one or more
hosts 1100. In the example shown in FIG. 4, because the
surplus capacity percentage of the logical unit functioning as
the LU1 is the lowest, the information system changes the
application of the logical unit functioning as the LU1 to
archive application, when it is determined that the value of
25% is sufficiently low.

Note that when this surplus capacity value becomes close
to a defined value (zero, for example), the surplus area of the
FMD becomes insufficient. Therefore, the surplus capacity
value may be applied to other specific examples as long as it
indicates a high risk of a decrease in the reliability of data
storage that is caused by failing in storing newly received
write data or by generation of a degenerate state described
hereinafter.

Note that the management server is considered to display
the surplus capacity value to the following, in addition to the
logical unit.

(Value 1) Display of the surplus capacity value to the FMD.
Taking the surplus capacity percentage as an example, the
management server displays the proportion of the provid-
ing capacity of the FMD to the surplus capacity of the
FMD. In the operation performed by the manager referring
to this information, the manager, for example, checks
whether or not there is FMD that needs to be replaced due
to shortage of surplus area, and takes FMD with low sur-
plus capacity percentage as a replacement target. Addition
of FMDs by referring to this information can also be con-
sidered.

(Value 2) Display of the surplus capacity value to a parity
group. Taking the surplus capacity percentage as an
example, the management server displays the minimum
value of the surplus capacity percentage of one or more
FMDs belonging to the parity group, the second small
value following the minimum value, the average value, or
the variance value. In the storage system adopting the data
redundancy technology typified by RAID technology, the
manager can easily understand the possibility of the degen-
erate state or blocked state by displaying the surplus capac-
ity value in the parity group state. On the display screen
having a limited display space, displaying the information
of a parity group unit is excellent in compendium.

(Value 3) Display of the surplus capacity value to the logical
unit. Taking the surplus capacity percentage as an example,
the management server displays the surplus capacity per-
centage of one or more relevant parity group. Note that the
same display may be performed for the internal LU
described hereinafter. Because the host uses the storage
area of the storage system by designating the logical unit,
the manager displays the surplus capacity percentage to the
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logical unit or internal logical unit so as to be able to easily

understand the condition in case of a host management.
(Value 4) Display of a value relating to the surplus of the flash

memory, to the substation candidate FMD. The substitu-
tion candidate FMD that is used when defining a new parity
group or performing dynamic sparing can be checked by
using the value itself or comparing it with the value 1 or
value 2. Further, when the storage system manages a FMD
that is newly removed by dynamic sparing, as the substi-
tution candidate FMD, the manager can be promoted to not
use, in sparing, the new FMD that is removed from the
parity group due to shortage of surplus area.

Note that these display information items may be used for
a reason other than the reasons described above.

Incidentally, the surplus capacity of the FMD which is the
original surplus capacity value decreases as the number of
times writing is performed on the FMD or the amount of write
data increases. For this reason, the host or the storage system
may measure the number of times writing is performed on the
FMD, parity group, logical unit, or internal LU, and the
amount of write data, and estimate the surplus capacity value
based on these values. However, it is preferred in terms of
accuracy that the surplus capacity value be a value that is
based on the number of faulty blocks (or faulty segments)
managed by a section realizing wear leveling (the FM con-
troller of the FMD 1030, or the controller 1010, for example),
or the number of blocks on the actual flash memory chip.
Examples of the reasons are described below.

(Reason A) Before the FMD is attached to the storage
system, sometimes test writing is carried by the manufacturer
or distributor of the flash memory chip. Further, sometimes
there is a block that already has a problem from the beginning
of the process of producing the flash memory chip.

(Reason B) Due to the function of the cache memory of the
storage system 1000, it is not necessarily true that data
attached to the write request from the host is transferred and
written to the FMD every time.

(Reason C) The number of times writing or erasing per-
formed on the actual flash memory depends on the wearing
leveling processing. However, the wearing leveling technol-
ogy often adopts a system that varies depending on the vendor
of'the FMD 1030 or the storage system 1000, in which case it
is difficult to estimate the surplus capacity value in the section
that is not actually subjected to wear leveling.

(Reason D) There is a case where the FMD has the cache
memory therein.

Note that some or all of the reasons described above may
not have to be taken into consideration, depending on the
situation. For example, Reason A may be ignored as long as a
high-quality chip can be produced.

Furthermore, when the surplus capacity value of the flash
memory of at least one of a physical component typified by
the FMD and a logical component, such as a parity group,
logical unit and internal LU, is below a threshold set by the
manager, the management server may notify the manager of
the fact that the surplus capacity values is below the threshold
value and information (identifier or the like) specifying a
component (regardless of the logical or physical component)
corresponding to the value below the threshold.

Moreover, when the surplus capacity value of the flash
memory corresponding to the logical unit is below the thresh-
old value set by the manager, it is considered that the man-
agement server sends an application switch request for speci-
fying the logical unit corresponding to the value below the
threshold (often referred to as “surplus area shortage logical
unit”), to the outside, such as the host 1100 or a host user, such
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that the logical unit is used for storing data with low update

frequency, such as WORM or archive.

Note that the following can be considered as embodiments
in which the abovementioned surplus area shortage logical
unit is used “for storing data with low update frequency” (it
goes without saying that the following processing is carried
out by each execution subject in response to the application
switch request).

(Embodiment 1) When a first host (or the application on the
host or the host user) that performs only writing into the
surplus area shortage logical unit receives the application
switch request, data writing is performed other logical unit,
instead of performing writing on the above logical unit (if
updating a part of the data stored in the logical unit, data
movement or copy may be carried out on the other logical
unit before the update).

(Embodiment 2) The settings of a host (second host) that
updates the data with low update frequency, such as an
archive program, are changed so that the second host can
use the surplus area shortage logical unit for the purpose of
low frequency, the second host being different from the
first host that carries out writing on the surplus area short-
age logical unit. Specifically, the first host moves the data
of the surplus area shortage logical unit to another logical
unit that can be accessed by the first host, and thereafter the
first host performs setting so as to inhibit the use of the
surplus area shortage unit. The second host then recognizes
the abovementioned surplus area shortage logical unit, and
performs setting of the format or the like used by an archive
server. As an example of the archive program, a file server
program or a database server program that inhibits deletion
and update from an external request during a period defined
for the stored data can be considered, but this is merely an
example. In addition, a computer that executes the archive
program is often called “archive computer” or “archive
server.”

(Embodiment 3) The storage system performs data migration
of'the surplus area shortage logical unit (i.e., the data of the
surplus area shortage logical unit is migrated from the
FMD belonging to the parity group corresponding initially
to the surplus area shortage logical unit (movement source
parity group) to the FMD belonging to another parity group
(movement destination parity group)).

Then, the storage system performs either one or both of the
following:

(A) Data migration to move the logical unit “for storing data
with low update frequency” defined in another parity group
to the movement source parity group; and

(B) Defining the logical unit “for storing data with low update
frequency” (internal LU described hereinafter) in the
movement source parity group, and providing it to the
second host described in Embodiment 2.

However, as long as the processing of the host, manage-
ment server and storage system is performed so as to reduce
the update frequency of the data stored in the parity group
corresponding to the surplus area shortage logical unit, a
different embodiment other than those described above may
be adopted.

Note that when calculating the surplus capacity value of the
flash memory corresponding to the abovementioned compo-
nent (regardless of the logical or physical component), it is
preferred that the storage system calculate promptly to
acquire an accurate value, because the storage system man-
ages the information which is the source of calculation. How-
ever, the surplus capacity value may be calculated on the
management server side by using required information. Of
course, the storage system and the management server may
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share the calculation work. Note that in some cases the con-
cept of parity groups does not exist, depending on the mount-
ing pattern of the storage system. The present invention is
applicable in this case well. Specifically, the processing asso-
ciated with the parity groups may be read as the processing
associated with the FMD. Similarly, in some cases the con-
cept of internal LU does not exist, depending on the embodi-
ment of the storage system. The present invention applicable
in this case as well. Specifically, the description of the internal
LU may be replaced with that of the logical unit.

The above has described an overview of the present inven-
tion, and the present invention indicates that the problems,
effects, processes and configurations that are not described in
the overview should be subjected to execution of right. Of
course, when displaying the surplus capacity value of the
flash memory, at least one or all of the items described above
are always displayed, but the processing for realizing the
logical unit “for storing data with low update frequency” may
not be performed. On the other hand, only the processing for
realizing the logical unit “for storing data with low update
frequency” may be performed without displaying the surplus
capacity value of the flash memory, or both of them may be
performed.

The storage system 1000 may also have a configuration in
which FMD 1030 and HDD are mixed (not shown in the
figure). In this case, because I/O characteristics (for example,
random access of sequential access, a large number of write
requests or a large number of read requests) differ between
the HDD and FMD 1030, a parity group can be configured of
HDDs and a parity group explained in the present embodi-
ment can be configured with respect to FMD. In other words,
a parity group of HDD and a parity group of FMD may be
co-present in one storage system 1000.
<3. Detailed Description>
<3.0. Block Size>

A block size in the present embodiment will be described
by referring to FIG. 20 prior to a more detailed explanation. In
the present embodiment, an address space (more accurately,
indicates a device identifier and an address space inside the
device) is divided into the below-described four layers and a
different block size can be employed in each layer.

(Layer 1) An address space used when FMC is accessed.
When this layer is described in the explanation below, a
symbol ‘[C]’ is attached to the end of a word.

(Layer 2) An address space used when the FMD 1030 is
accessed. The FMD 1030 sometimes employs a block size
different form that of the FMC. This is done so because the
FMD 1030 comprises a plurality of FMC and in order to avoid
the below-described specific feature of flash memory. When
this layer is described in the explanation below, a symbol
‘[D]’ is attached to the end of a word.

(Layer 3) An address space allocated to a parity group so
that the controller 1010 can manage data on the cache
memory 1020. In the present embodiment, the FMD 1030
having various block sizes is assumed to be connected to the
controller 1010. Accordingly, in the I/O processing or cache
control processing, the controller 1010 can allocate the
address space to the parity group with the predetermined
block size (for example, 512 byte, which is the minimum
block size that is most typical for SCSI) so that such different
block sizes may be ignored as completely as possible. For this
purpose, block size conversion is performed at the point of
time of staging or destaging processing of copying data
between the cache memory 1020 and FMD 1030. When this
layer is described in the explanation below, a symbol ‘[G]’ is
attached to the end of a word.
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(Layer 4) An address space used when a LU (or the below-
described internal LU) is accessed. Because LU with a block
size other than 512 byte is sometimes provided to the host
1100, a block size different from the cache level is employed.
When this layer is described in the explanation below, a
symbol ‘[L]’ is attached to the end of a word. Each block from
layer 1 to layer 4 sometimes includes a redundancy code or
data for control (for example, the controller 1010 issues an
1/O request so as to save data together with a redundancy code
in block [D] of the FMD 1030).
<3.1. FMD>
<3.1.1. Overview>

FIG. 2 illustrates an example of hardware configuration
and software configuration of an FMD.

The FMD 1030 comprises an [/O port 2030, an FMD
controller 2010, and a plurality of FMC 2020. The 1/O port
2030 is connected to a backend network 1040 and the FMD
controller 2010. The FMD controller 2010 is connected a the
plurality of FMC 2020.

Preferably, the FMD 1030 comprises a plurality of I/O
ports 2030. This is because due to redundancy of the backend
network 1040, connecting each redundantized backend net-
work 1040 with FMD 1030 by independent components is
desirable for sustaining the redundancy. However, the FMD
1030 may be one I/O port.

Here, in addition to the above-described specific features,
the FMC 2020 has the below-described specific features (A1)
through (A4) that are absent in HDD or DRAM (Dynamic
Random Access memory).

(A1) An access unit is a block.

(A2) When block data are updated, an erase command for
erasing in segment units assembling a plurality of blocks has
to be used.

(A3) If update is repeated for the same block, the update
processing can fail.

(A4) When the updating some blocks, Data corruption in
another blocks sometimes occurs.

In order to perform I/O processing (data updating or read-
ing in response to an /O request from the controller 1010)
that takes those specific features into account, the FMD con-
troller 2010 is equipped, for example, with an FMD I/O
processing program 2011, an FMD internal configuration
information notification program 2014, an FMD address con-
version information 2012, or an FMD internal configuration
information 2013. Furthermore, with consideration for the
above-described specific features, the FMD 1030 can ensure
a surplus area by reporting, to the controller 1010, a storage
capacity that is less than the total storage capacity of a plu-
rality of FMC 2020, as the providing capacity.

The FMD address conversion information 2012 includes a
correspondence relationship of a block address contained in
the I/O request received by the FMD controller 2010 and a
block of the FMC 2020. For example, the FMD address
conversion information 2012 can hold the information of the
below described types (B1) and (B2) in each logical block
address unit (but B2 is not necessary).

(B1) Identifier and block address [C] of the FMC that has
actually saved the data of address [D].

(B2) Number of time the address [D] has been referred to.

The FMD internal configuration information 2013 is infor-
mation for monitoring the failure state of each flash memory
chip and preferably holds the information of the following
types (C1) and (C2) in area units where at least one segment
located in each FMC 2020 is collected.

(C1) Failure state.

(C2) Erase completed information.
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This information 2013 also holds information for manag-
ing a surplus block and attributes (for example, block size
[D], number of blocks [D]) of a storage area (in other words,
an address space) provided as FMD to the controller 1010.

The FMD I/O processing program 2011 analyzes the 1/O
request receives by the FMD controller 2010 via the /O port
2030 and performs the update of data saved by the FMC 2020
and data transfer to the controller 1010 after the data have
been read out from the FMC.
<3.1.2. /O processing of FMD>

The processing contents of the FMD I/O processing pro-
gram 2011 will be described below.

(Step 1) The FMD 1/O processing program 2011 receives an
1/O request.

(Step 2) When the request is a read request, the FMD 1/0
processing program 2011 specifies at least one flash
memory chip 2020 where data have been saved and a block
[C] in this chip from the start logical block address [D],
block length [D] and FMD address conversion information
contained in the request, reads data from the specified
block [C], returns the data that were read out to the a
request transmission source (controller 1010), and returns
to Step 1. When the request is a write request, the FMD I/O
processing program 2011 executes Step 3 and subsequent
steps for each received block data.

(Step 3) The FMD /O processing program 2011 retrieves a
block [C] satisfying all of the following conditions (D1)
through (D3) from the FMC next to the FMC 2020 that was
used for storing data recently.

(D1) Failure has not occurred.

(D2) Unused area.

(D3) Contained in a segment where implementation of
erase command has been competed.

The FMC 2020 that was used for storing data recently can
be specified, for example, by providing an information area
corresponding to each FMC 2020 installed on the FMD 1030
in the FMD internal configuration information 2013, set
information (for example, writes “1”) in the information area
corresponding to the FMC that was used for storing data
recently, and unset the information (for example, changing
“1”to “0”) of the information area corresponding to the FMC
that was used for storing data recently before the setting. As
another method, specification can be also conducted by sav-
ing an identifier of FMC in the controller when the FMD
controller 2010 saves data to the FMC. Furthermore, the next
FMC can be considered as a FMC with a number by 1 larger
than the number of the FMC 2020 where data were saved in
the previous cycle.

When the block [C] meeting the above-described condi-
tions cannot be found from this FMC, the FMD I/O process-
ing program 2011 repeats the search from further next FMC.
(Step 4) The FMD I/O processing program 2011 saves all the

write data (data of a write object according to the write

request) or part thereof with respect to the found block [C].

The program 2011 may also involve processing of one or

alltypes from (E1) and (E2) in combination with the saving

processing.

(E1) Prior to saving, a redundancy code such as a LRC
(Longitudinal Redundancy Check) or CRC (Cyclic Redun-
dancy Check) is calculated from the write data, and write data
are stored together with the redundancy code. This redun-
dancy code is used to check the presence of data corruption
when a read request is received. When data corruption has
occurred, an error is returned by the read request and the
occurrence of block failure is recorded in the FMD internal
configuration information 2013.
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(E2) After saving, the block data are read from the FMC
2020 and compared. When the comparison fails, the occur-
rence of a failure in the block is recorded in the FMD internal
configuration information 2013 and the processing is
restarted again from Step 3.

(Step 5) The FMD I/O processing program 2011 updates the
block address [C] and FMC 2020 corresponding to the
block address [D] of the address conversion information
2012 so as to indicate a block [C] of the FMC that saved
data anew, and the block [C] prior to updating is taken as an
unused area.

Furthermore, as a separate processing, the FMD /O pro-
cessing program 2011 can execute the processing of enabling
writing into the block that became an unused space anew by
an erase command (erase processing). However, because the
erase command can be executed only in segment units where
a plurality of blocks are collected, a procedure can be con-
sidered by which the erase command is executed after the
entire segment has been made an unused area by block data
movement, and after the command execution is completed,
erase completed information is set in the FMD internal con-
figuration information 2013 (that is, a record is made that the
segment has been erased). Such processing can be performed
repeatedly in response to the request processing or at an
asynchronous timing.

Where some or all the below-described conditions (F1)
through (F4) are provided with respect to the above-described
erase processing or read or write processing method with
consideration for the specific features (A1) through (A4), it
maybe replaced with another processing.

(F1) Update concentration to the same block in a flash
memory chip is avoided.

(F2) Erase processing is executed prior to block overwrit-
ing in a flash memory chip.

(F3) Data transformation accompanied by a redundancy
code is detected and repaired.

(F4) Wear leveling processing to enable the distribution of
access to a plurality of flash memory chips is conducted (for
example, a method described in Japanese Patent No.
3507132).
<3.1.3. FMD Internal Configuration Information Notification
Program>

The FMD internal configuration information notification
program 2014 is a program for notifying the controller 1010
or the like of the internal information of the FMD. An
example of information provided by the program 2014 is
shown in (G1) through (G8) below.

(G1) Block size [D] of the FMD 1030 (the controller 1010
performs access in block size units).

(G2) The number of provided blocks [D] of FMD (the
controller 1010 sometimes knows the providing storage
capacity from the number of blocks and block size [D]).

(G3) A surplus capacity value (also expressed by the num-
ber of blocks) inside the FMD. As a processing for providing
such surplus capacity value, the number of segments (or the
number of blocks) where failure has occurred in the FMD
internal configuration information 2013 may be found and the
following calculation may be conducted:

Number of surplus blocks=(number of blocks in the entire
flash memory chip)-(number of blocks where failure has
occurred)-(number of blocks described in (G2)) or number of
unused blocks (when the number of provided blocks [D] is
always allocated in accordance with the providing capacity,
from when use of the FMD is started).

When part of the flash memory chip is used for manage-
ment or internal redundantization, the calculation may be
conducted by taking the number of blocks into account (for
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example, deducting). Furthermore, in the calculation formula
presented above, because the block size of the FMC is taken
as a reference, it can be recalculated into the block size of the
FMD when information is provided. Note that the above has
described the calculation formula in which the number of
blocks is used, but it goes without saying that other surplus
capacity values can be obtained by multiplying the number of
blocks by a predetermined value.

(G4) Threshold value.

(G5) An alarm when a value obtained by dividing the
number of surplus blocks [D] of (G3) by the number of usable
blocks [D] of (G2) is equal to or less than the threshold value
of (G4). This alarm may emulate HDD by providing a value
identical to that provided when a failure occurred in HDD.

(G6) The number of FMC implemented in the FMD 1030.
Furthermore, the number obtained by deducting the number
of FMC that were found to be impossible to use due to a
failure from the number of FMC carried by the FMD 1030. In
addition, the FMD internal configuration information notifi-
cation program 2014 may send an error message of the /O
request to the controller 1010 in the following cases.

(G7) A voltage or electric power provided to the FMD 1030
is in shortage, or the internal bus of the FMD 1030 or the FMD
controller 2010 is damaged.

(G8) Corruption of data saved in the FMC is detected by the
FMD controller 2010.

Note that the connection medium and the communication
protocol between the FMD 1030 and the controller 1010 may
be anything. Further, the write request to the FMD 1030 may
be a request for updating the data stored by the FMD 1030,
and the read request to the FMD 1030 may be a request for
referring to the data stored by the FMD 1030.
<3.2. Information Managed by Storage System>

FIG. 5 shows a example of FMD information 4050 saved
by the controller 1010.

The FMD information 4050 has the following information
(H1) through (H6) for each identifier of the FMD 1030 cor-
responding to each FMD 1030.

(H1) Blockage information. The blockage information is in
a blocked state in the case of an unusable state for the FMD,
and a normal state in other cases. Note that examples of an
unavailable condition include a case in which a failure occurs
in the hardware or the FMD 1030 is extracted, and a case in
which the surplus area of the FMD 1030 shown in FIG. 2
becomes insufficient or depleted.

(H2) WWN (World Wide Name). A communication iden-
tifier of a Fiber Channel necessary to access the FMD 1030. In
anactual Fiber Channel, a Port number (also called “port ID”)
is created from the WWN and communication is carried out
by using the value thereof. Therefore, the Port number may be
registered. In addition, it may be replaced with another iden-
tifier (for example, IP address, TCP/IP port number, iSCSI
Name, etc.) for communication from the controller 1010 to
the FMD 1030.

(H3) LUN (Logical Unit Number). In the present embodi-
ment, because the FMD is provided with only one logical
unit, the LU number provided by the FMD may be saved. Of
course, this entry may be omitted when it is obvious that the
FMD 1030 response with a fixed LUN only.

(H4) Model number of FMD. Because when the storage
system 1000 is used for a long time, a plurality of model
numbers are used due to maintenance.

(H5) The providing capacity of the FMD, block size [D],
and number of flash memory packages. Of those types of
information, at least one type is provided to the controller
1010 by the FMD internal configuration information notifi-
cation program 2014 of the FMD 1030.
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(H6) The surplus capacity value of the FMD. The surplus
capacity is repeatedly updated by repeatedly acquiring the
information from the FMD 1030.

Information representing a physical position installed in
the storage system for each FMD 1030 may be also included
in the FMD information 4050 (such information is not shown
in the figure).

FIG. 6 shows an example of PG configuration information
4060.

The PG configuration information 4060 has the following
information (I1) through (I3) for each identifier of respective
parity group (PG).

(I1) Blockage information. The blockage information is in
the blocked state in the case of an unusable state of PG and the
normal state in other cases. The unusable state can be repre-
sented by the case where a multiplicity of the following events
have occurred.

(Event 1) Hardware failure.
(Event 2) FMD 1030 has been pulled out.

(Event 3) The controller 1010 received a report that a surplus
area is small or insufficient in the case of the FMD 1030
shown in FIG. 2.

(12) RAID level.

(I3) The number of FMD 1030 belonging to a parity group
and an identifier of the FMD.

As described hereinabove, the controller 1010 can allocate
the address spaces to parity groups. FIG. 8 shows a relation-
ship between an address space [D] of the FMD 1030 and an
address group [G] of a parity group for RAID 140 taken as an
example, FIG. 9 shows a similar relationship for the case
where RAID 5 is taken as an example.

EXPLANATION OF EXAMPLES

FIG. 8 and FIG. 9 illustrate a case where a parity group
8100 is configured by using four FMD 8200, 8210, 8222,
8230. The hatched box 8010 shows a block [D] of the FMD,
and the block address [D] thereof is shown in 8011. A box
8020 having a dot line frame inside the box 8010 represents a
block [G] allocated by the controller 1010 to the parity group
8100, and block address [G] allocated by the controller 1010
is shown in 8021. A block size [G] of the block 8020 can be
512 byte, which is the minimum block size provided by the
SCSI standard, but other sizes may be also used. RAID 1+0:

In the case of RAID 140, the controller 1010 allocates
identical address spaces to two FMD for mirroring and then
conducts striping (for example, FMD 8200 and 8210, FMD
8220 and 8230). In the case of striping, the controller 1010
switches the next address space [G] to an another FMD for
each determined number of blocks (termed hereinbelow as
number of consecutive blocks for striping) (in this example, 4
in block [G] and 2 in block [D]). The stripe size (the I/O size
relating to reading and writing data from all the FMD in the
parity group) can be calculated by the following formula.

Stripe size=(number of consecutive blocks [G] for
striping)x (number of FMD divided by 2)x(block
size [G]).

Inthe case of RAID 1, striping of RAID 140 is omitted and
the explanation is, therefore, also omitted. RAID 5:

In the case of RAID 5, the controller 1010 also conducts
striping processing and allocates the parity saving areas by

using the number of consecutive blocks for striping as a unit
(in this example, P3 from the address PO is an area for saving
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the parity from address 0 to 11). In the case of RAID 5, the
stripe size can be calculated by the following formula.

Stripe size=(number of consecutive blocks [G] for
striping)x(number of FMD minus 1)x(block size
[GD-

FIG. 7 shows an example of the internal LU configuration
information 4070.

The internal LU configuration information 4070 holds the
following information (J1) through (J4) for each respective
identifier of internal LLU. The LU provided as a storage area to
the host 1100 is provided to an external unit by defining a path
based on the internal LU. The term “external unit” used herein
may mean a device of other type, for example, a virtualizing
switch or another storage system used instead of or in addition
to the host 1100. In other words, the device of other type can
issue an /O request to the storage system, instead of or in
addition to the host 1100.

(J1) Blockage information. The blockage information is in
the blocked state in the case of an unusable state for the
internal LU (for example, when the parity groups is blocked
or when no area is allocated to the internal LU), and in the
normal state in other cases.

(J2) PG identifier, start address [G], and end address [G].
They indicate a parity group used as the storage area of the
internal LU, a start block address [G] in the parity group, and
an end block address [G] in the parity group. The present
entry is managed by the controller 1010. Therefore, the block
address is managed based on the blocks for the controller. But
in this case, it is also possible to prevent a plurality of internal
LU from using the same striping or FMD block [D] by
employing the values of the start address [G] and end address
[G] that take the stripe size or block size of the FMD 1030 into
account. When storage areas of a plurality of parity groups are
allocated to the internal LU, in the entry of the internal LU
configuration information 4070, a plurality of entries will be
made for the (J2) information and information for joining the
space defined by (J2) will be added.

(J3) Block size [L]. The controller 1010 takes, for example,
512 byte as a block size, but because a larger block size is
sometimes desired by the host 1100, the block size based on
the assumption of a request from the host 1100 is held.

(J4) Compare information. The option for designating
whether to compare with parity or mirror information when
the controller 1010 conducts staging to the cache memory
1020. Reliability can be improved when such comparison is
performed.

FIG. 13 shows an example of the LU path information
4080.

For example, the following information (K1) through (K3)
is held in the LU path information 4080.

(K1) Identifier of the internal LU provided to the host 1100.

(K2) WWN (or identifier of the I/O port 1013). This infor-
mation indicates the port 1013 from which the internal LU is
provided to the host 1100. As described hereinabove, the
WWN may be replaced with an identifier of another type such
as a port number. Note that, hereinafter, “port identifier”
indicates any of these values.

(K3) LUN

This information indicates as which LUN of the WWN
described in (K2) the internal LU to be provided to the host is
provided.

Because only limited number of LUN can be defined, it is
not necessary to allocate WWN and LUN to all the internal
LU defined in the storage system 1000, and the LUN may be
used effectively by allocating certain WWN and LUN to the
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certain internal LU in the some period, and allocating the
same WWN and LUN to the another internal LU in another
period.
<3.3. Parity Group Definition>

FIG. 14 is a flowchart illustrating the definition processing
of a parity group executed by a configuration control program
4030. Each step of the processing will be described below.

(Step 14001) The configuration control program 4030 pro-
vides the entire FMD information 4050 or part thereof to the
management server 1200, if necessary. The management
server 1200 may implement any of the below-described
(Method 1) and (Method 2) or both methods.

(Method 1) A group configured based on at least one of the
model, providing capacity, block size, and surplus capacity
value is displayed on a display device.

(Method 2) A group configured based on the number of
flash memory chips (FMC) is displayed on the display device.

The expression “if necessary”, for example, refers to the
case where the management server 1200 sends an informa-
tion request because it is necessary to display the information
located inside the controller in response to the user’s request,
and the configuration control program 4030 receives the
request from the management server.

(Step 14002) The configuration control program 4030
receives from the management controller 1200 a parity group
definition request comprising identifiers of a plurality of
FMD 1030 (the identifier can be also replaced by the instal-
lation position on a physical storage system or logical iden-
tification information) and a RAID level and creates and/or
updates the PG configuration information 4060 based on the
information (each FMD identifier and RAID level) attached
to the request. Defining undesirable parity group configura-
tions may be avoided by adding at least one check processing
(or processing displaying the check results) of at least one
type from among the below-described (Check 1) through
(Check 5) prior to the aforementioned processing.

(Check 1) A check of whether or not at least two of the
FMD 1030 from among a plurality of FMD 1030 contained in
the parity group definition request are accessible (inducing
read and write based on the I/O request) when one of the
components (indicates the controller, cache memory, back-
end I/O network, etc.), except the FMD, located in the storage
system 1000 was blocked by a failure or the like. If the access
is impossible, the data recovery processing will fail. This
check is aimed at preventing the /O request from being
stopped by a one-point blockage. At a RAID level accompa-
nied by mirroring, such as RAID 1 and RAID 140, this check
(Check 1) may be performed with respect to both FMD that
are in the mirroring relationship.

(Check 2) A check of whether or not the numbers of FMC
in all the FMD 1030 designated by the parity group definition
request are different. This check is conducted to aid the parity
group configuration definition.

(Check 3) A check of whether or not the model numbers in
all the FMD 1030 designated by the parity group definition
request are different. When the number of FMC is related to
the model number of the FMD 1030, this check may be
included into (Check 2). However, when the FMD 1020 all
having the same model number cannot be designated, e.g.,
because they are out of stock, it is also possible to define the
parity group configuration by ignoring the alarm caused by
this check.

(Check 4) A check of whether or not the total providing
capacities in all the FMD 1030 designated by the parity group
definition request are different. This check is aimed at ensur-
ing effective use of all the providing capacities. However,
when the FMD all having the same capacity cannot be des-
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ignated, e.g., because they are out of stock, it is also possible
to define the parity group configuration by ignoring the alarm
caused by this check.

(Check 5) A check of whether or not the block sizes [D] of
a plurality of FMD 1030 designated by the parity group
definition request are different. Because the block size [D] of
the FMD becomes a data unit during staging to the cache
memory 1020 or destaging, this check serves to reduce the
variations of I/O performance inside the parity group.

Furthermore, as Check 6, the configuration control pro-
gram 4030 may check as to whether or not different storage
devices (for example, HDD and FMD 1030) have been des-
ignated from one parity group and may report to the manage-
ment server 1200 in the case where the devices of different
type have been designated.

(Step 14003) The configuration control program initializes
a parity group (including the creation of mirror data or parity
data).

(Step 14004) The configuration control program 4030
changes the blockage information the parity group corre-
sponding to the PG configuration information 4060 from the
blocked state to the normal state, indicates the possibility of
use, and returns a completion message to the management
server 1200.

Furthermore, when the number of FMC or total storage
capacity can be uniquely specified by the model number of
the FMD 1030, the model number list of the FMD for which
the definition of parity group is possible may be created for
the check of each type by an external device (for example, the
computer of the company producing the storage system 1000)
of the storage system 1000, and this list may be downloaded
into the controller 1010 and used for the check.
<3.4. Internal LU Definition>

FIG. 15 is a flowchart illustrating the definition processing
of an internal LU executed by a configuration control pro-
gram 4030. Each step of the processing will be described
below.

(Step 15001) The configuration control program 4030
sends the entire PG configuration information 4060 or part
thereof to the management server 1200 in response to the
request from the management server, if necessary.

(Step 15002) Once the configuration control program 4030
receives an internal LU definition request containing infor-
mation of some or all (Argument 1) through (Argument 5)
described below from the management server 1200, it pro-
duces and/or updates the internal LU configuration informa-
tion 4070 based on the information attached to the request.

(Argument 1) Identifier of a parity group.

(Argument 2) Start address [G] of the parity group.

(Argument 3) Storage capacity of the internal LU or end
address [G] of the parity group.

(Argument 4) Block size [L] of the internal LU.

(Argument 5) Compare information of the internal LU.

With respect to (Argument 3), a check may be imple-
mented to avoid one parity data being common for a plurality
of'internal LU by employing an end address that is an integer
multiple of the striping size of the parity group. Furthermore,
(Argument 2) and (Argument 3) are taken to be designated by
the block size of parity group, but the values of the arguments
may be also received by taking a striping size as a unit.
Likewise, the arguments may be taken in other formats, pro-
vided that the start address [G] and end address [G] of the
parity group are eventually found.

(Step 15003) The configuration control program 4030 per-
forms the initialization processing of the internal LU, if nec-
essary. For example, a management area of the internal LU
may be created as a link of initialization processing.
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(Step 15004) The configuration control program 4030
changes the blockage information of the internal LU corre-
sponding to the internal LU status information 4070 from the
blocked state to the normal state, thereby indicates that the
internal LU can be used, and returns a completion message to
the management server 1200.
<3.5. LU Path Definition>

FIG. 16 is a flowchart illustrating the LU path definition
processing executed by a configuration control program
4030. Each step of the processing will be described below.

(Step 16001) The configuration control program 4030
sends the entire internal LU configuration information 4070
and LU path information 4080 or part thereof to the manage-
ment server 1200 in response to the request from the man-
agement server, if necessary.

(Step 16002) The configuration control program 4030
receives from the management server 1200 a path definition
request containing an identifier of the internal LU, port infor-
mation (may be information of other types, provided that it is
identification information that can be eventually converted
into the WWN or identifier of the I/O port 1013), and LUN.

(Step 16003) The configuration control program 4030
checks whether the allocation of the LUN and WWN desig-
nated by the request has been completed, and when the allo-
cation has been completed, responds with error and ends. In
the case the allocation has not yet been completed, Step
16004 is executed.

(Step 16004) The configuration control program 4030 cre-
ates and/or updates the LU path information 4080 based on
the information attached to the request and returns a comple-
tion message to the management server 1200.

A plurality path definitions may be performed with respect
to the internal LU for multiplexing the access path from the
host 1100. Furthermore, in the case of release processing of
the defined path, the path setting may be released by finding
acorresponding entry ofthe LU path information by using the
identifier of the internal LU or a combination of WWN and
LUN from the management server 1200 and deleting the
entry. Furthermore, instead of specifying the WWN and LUN
in the LU path definition request, it is also possible to search
for and allocate the WWN and LUN emptied by the configu-
ration control program 4030.
<3.6. Blockage Detection>

The configuration control program 4030 detects a compo-
nent blockage caused by failure, power shutdown, component
removal, etc. The flow of the blockage detection processing
will be described below.

(L1) The configuration control program 4030 acquires the
status of each component. When a component is a controller
or FMD, the status of component may be the log or status of
the program operating on this component. The program 4030
may use for the processing a report from each component as
an inquiry substitute.

(L2) The configuration control program 4030 judges
whether blockage of each component is present by checking
the acquired status and returns to (L1) where a blockage is
absent.

(L3) When a blockage is judged to be present in (1.2), the
configuration control program 4030 transfers the identifier of
the component that was judged to be blocked to the manage-
ment server 1200 and displays it to the user.

The blockage detection of the FMD 1030 and subsequent
dynamic sparing will be described below. A state sometimes
occurs in which some of the FMD 1030 cannot be accessed
due to the blockage of a component other than the FMD 1030,
but the below-described processing (in particular, dynamic
sparing) may be also conducted in this state.
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<3.6.1. FMD 1030 Blockage Detection>

A flow of the FMD 1030 blockage detection processing
executed by the configuration control program 4030 will be
described below.

(M1) The FMD 1030 returns information of at least one of
(G1) through (G8) or actively sends these information items
in response to a request from the configuration control pro-
gram.

(M2) The configuration control program 4030 check the
received information and judges whether an FMD blockage is
present. Examples of judgment methods are presented below.

(Judgment method 1) In the case of information on the
processing error represented by an I/O request error, the judg-
ment is made by the number of receptions (including one and
more).

(Judgment method 2) In the case of information relating to
the surplus capacity value described in section 3.1.3 (a value
obtained by dividing the number of surplus blocks (G3)
described in section 3.1.3 by the number of provided block
(G2) is considered), the judgment is made by this information
becoming less than the predetermined threshold value (this
information is held inside the controller 1020 and may be set
to the controller 1020 via the management server 1200).

(Judgment method 3) In the case of number of FMC (G6)
described in section 3.1.3, the judgment is made by this
number becoming equal to or less than a fixed ratio from the
shipping time and the number of specifications.

Asavariation of FMD implementation, when the judgment
method was realized inside the FMD 1030 and was appli-
cable, a report of a device failure similar to that of HDD may
be sent to the controller 1010. In this case, the controller 1010
may judge the failure by (Judgment method 1).

(M3) The configuration control program 4030 changes the
blockage information of the FMD that was judged to be
blocked with the FMD configuration information 4050 to the
blocked state and indicates that the FMD is unusable.

(M4) The configuration control program 4030 judges
whether or not the parity group is in the state where a read/
write request cannot be processed due to the blocked FMD
1030 by referring to the PG configuration information and
FMD configuration information and, when the processing is
impossible, changes the blockage information of the relevant
parity group to the blocked state (that is, unusable). With the
above-described judgment method, in the case of a redundan-
tization system accompanied by mirroring suchas RAID 1+0,
it is judged whether or not both FMD forming a pair that
duplexes the data are in a blocked state, and in the case of
RAID 5, a judgment is made as to whether the number of
FMD in a blocked state in the parity group is two or more.

(M5) The configuration control program 4030 changes the
blockage information of the internal LU where data were
saved on the blocked parity group to the blocked state (that is,
unusable) by referring to the internal LU configuration infor-
mation.

(M6) The configuration control program 4030 sends iden-
tification information of the blocked FMD 1030 to the man-
agement server 1300, if necessary. Information relating to the
reason for blockage (for example, when judgment method
was used to judge whether the blockage has occurred) may be
attached to this notification. Furthermore, when a parity
group, internal LU, or LU blocked by the blockage of the
FMD 1030 is present, the identification information thereof
also may be sent to the management server 1300. The man-
agement server 1300 that received the notification displays
this information as failure information to the user.

In the explanation below, the state of a parity group that
includes the FMD in a blocked state and in which an I/O
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request is possible will be termed “degenerate state”. With an
1/O request to a parity group in the degenerate state, a
response to the request is made by conducting data recovery
processing. The data recovery processing indicates the recov-
ery of data of the blocked FMD from the redundant data. In
the case of mirroring, because data identical to those in the
blocked FMD are present in another FMD, this processing
uses data of the abovementioned another FMD. In the case of
a parity, this processing conducts recovery by computing the
data of the blocked FMD from the parity and data that
remained unblocked.

<3.6.2. Dynamic Sparing of FMD>

Dynamic sparing processing performed with the configu-
ration control program 4030 will be described below.

(N1) The configuration control program 4030 waits till
FMD blockage is determined with a blockage detection pro-
cessing.

(N2) The configuration control program 4030 finds a parity
group associated with an FMD that was detected to be
blocked in N1 (for example, a parity group including the
FMD) by referring to the PG configuration information 4060.

(N3) The configuration control program 4030 judges
whether or nor the data recovery processing can be executed
with respect to the found parity group and when the execution
is impossible, abandons the processing (for example, ends).
When the execution is possible, the processing of N4 and
subsequent steps is performed.

(N4) The configuration control program 4030 searches for
an alternative FMD compatible with the parity group. The
following conditions analogous to check items or information
provided in the parity group definition can be considered as
search conditions.

(Condition 1) Data capacity, model, number of FMC, or
block size [D] of FMD.

(Condition 2) Selection of FMD 1030 preventing double
blocking of the FMD 1030 by one-point blockage of a com-
ponent other than the FMD (in order to avoid the parity group
blockage as effectively as possible).

(Condition 3) Surplus capacity percentage of the FMD
1030 remaining in the parity group and surplus capacity per-
centage of the substitution FMD 1030. For example, by
selecting the substitution FMD 1030 that has a higher surplus
capacity percentage than the remaining FMD 1030, it is pos-
sible to avoid the parity group blockage caused due to short-
age of surplus area after dynamic sparing. On the other hand,
when only the logical unit for archive application is stored, it
is not desirable, from the perspective of the cost, to use FMD
having excessively large surplus area, as the substitution
FMD. Therefore, FMD that has surplus capacity percentage
within a range defined based on the surplus capacity percent-
age of the remaining FMD 1030 is used as the substitution
FMD.

(Condition4) FMD that does not belong to any of the parity
groups.

(N5) The configuration control program 4030 recovers
data to the alternative FMD by data recovery processing (will
be referred to as recovery copy processing). The specific
contents of the recovery copy processing is described here-
inbelow by way of an example.

(N5-1) The configuration control program 4030 initially
sets the information indicating the copying completion posi-
tion (copy completion position information) to an initial
address of an FMD.

(N5-2) The configuration control program 4030 recovers
(by the processing method described in section 3.6.1) the data
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of the blocked FMD for a plurality of blocks from the copy
completion position information and writes them into the
alternative FMD.

(N5-3) The configuration control program 4030 advances
the copy completion position information by the number of
blocks that have been written.

(N5-4) The configuration control program 4030 repeats the
processing of (N5-1) through (N5-3) till the copy completion
position information advances to the final address of the
FMD.

(N6) The configuration control program 4030 registers the
alternative FMD anew in the parity group and removes the
blocked FMD.

When an FMD is blocked due to shortage of surplus capac-
ity, a read request relating to the data saved in the FMD is
possible. Therefore, data may be read from the blocked FMD,
without using parity data or mirror data, as an alternative of
the data recovery processing of (N5-2).

With respect to an 1/O request to the blocked FMD in the
aforementioned recovered copy, because the data have been
recovered to the alternative FMD with respect to a block [D]
below the copy completion position information, the control-
ler 1010 may return those data to the host 1100 (the case of
read) or save the write data in the alternative FMD (the case of
write). The controller 1010 can execute the following pro-
cessing with respect to the block addresses following the copy
completion information.

(O1) When a read request was received and the FMD was
blocked due to shortage of surplus area, the data are staged
from the blocked FMD to the cache memory as data recovery
processing and then the data are returned to the host 1100.

(O2) When a read request was received in a state other than
that of (O1), the data saved in the blocked FMD 1030 are
recovered to the cache memory 1020 by the data recovery
processing and these data are returned to the host 1100.

(O3) When a write request was received, the redundant
data (parity data or mirror data) are updated and the write data
of the present request can be recovered for subsequent read
request or write request.
<3.7. Write Processing>

FIG. 17 is a flowchart of the processing performed when
the 1/O processing program 4010 receives a write request.
Furthermore, FIG. 10 illustrates schematically an example of
data flow or changes on the FMD 8200, FMD 8210, and two
cache memories (CM-A and CM-B) of a RAID 1+0 parity
group shown in FIG. 8. Furthermore, FIG. 11 and FIG. 12
illustrate schematically the examples of data flow or changes
on the FMD 9200, FMD 9230, and two cache memories
(CM-A and CM-B) of a RAID 5 parity group shown in FIG.
9.
<3.7.1. Assumptions and Examples of overview Diagram>

FIGS. 10 through 12 show the flow of data and variation of
data between a cache memory and FMD relating to the case
where a write request has arrived to a block ‘3’ with respect to
an internal LU that was provided to the host 1100 at a block
size [L] of 512 B (Byte) and had an area allocated from the
head of the parity group. Furthermore, boxes with number
symbols therein that are on the cache memory and FMD
indicate the block [G] allocated by the controller 1010 to the
parity group and the address of the block [G]. In the present
example, the FMD block size [D] is twice the block size [G].

In the area management of the cache memory 1020, in
order to reduce the information associating a data area on the
cache memory and data area on the FMD, the continuous
address areas (cache segments) on cache are allocated with a
plurality of continuous blocks [D] (in this example, four
blocks [G] and two blocks [D]) of the FMD. For this purpose,
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for example, the controller 1010 manages the below-de-
scribed attribution information (Q1) through (Q6) for each
cache segment.

(Q1) An address on a cache segment.

(Q2) An identifier of a parity group and a block address [G]
on a parity group.

(Q3) Staging information for each block [G] in the cache
segment. When a black band is present below the block [G] on
the cache in the overview diagram, it means that the data are
staged.

(Q4) A dirty (update is completed, but is not reflected in the
FMD) information for each block [G] in the cache segment. In
the overview diagram, when a black band is present on a block
[G] in the cache block, it means that the block is dirty.

(Q5) Old data information

(6) Parity update required information. When a black band
is present on a box with a symbol P without a number symbol
in FIGS. 11 and 12, it means that parity update is required, and
when only a box with a symbol P without a number symbol is
present, it means that the update is not required.

In both overview diagrams, the explanation will be started
from a state in which 0” and 1” of the block [G] have been
staged for read.
<3.7.2. Write Request Processing Flow>

The contents of processing conducted when the I/O pro-
cessing program 4010 receives a write request will be
explained below by using the flowchart shown in FIG. 17 and
examples from FIG. 10 to FIG. 12.

(Step 17001) The I/O processing program 4010 acquires
the WWN, LUN, start block address [L], block length [L],
and write data from the write request received by the control-
ler 1010. The controller 1010 reports in advance the block
size of the corresponding internal LU in the internal LU
configuration information 4070 as the LUN block size [L],
this being a repetition, and the block length and start block
address ofthe write request are based on this block size [L]. In
an actual write request, a Port ID is contained instead of the
WWN. Therefore, the Port ID has to be converted into a
WWN.

(Step 17002) The /O processing program 4010 finds the
internal LU number from the WWN, LUN, and LU path
information. Furthermore, when means other that Fiber
Channel is used as a network, Step 17001 and Step 17002 may
be replaced with a method other than finding the internal LU
number from the write request. For example, in the case of
iSCSI, a combination of an IP address and a Port number, or
an iSCSI target name replaces the WWN, and the internal LU
number can be found by combining with the LUN.

(Step 17003) The /O processing program 4010, using the
internal LU configuration information 4070, converts the
start block address [L.] and block length [L] of the request into
the identifier, start block address [G], and end block address
[G] of the parity group. The conversion computation is con-
ducted by the following formulas.

Start block address [G]=(block size [L]*information start
block address [L]/block size [ G])+(start block address [G] of
internal LU configuration information).

End block address [G]=(block size [L]*information block
length [L]/block size [G])+start block address [G].

(Step 17005) The /O processing program 4010 saves the
write data on the cache. Where the data of the necessary block
[G] have already been staged on the cache at this time, the
data on the cache are updated with the write data. However,
even when the block data that have already been staged are
present, in the present embodiment, the parity update
required information is No (update is completed), and when
dirty information of the save object block is set (that is, write
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data that served as a base in the parity update of the previous
cycle) have to be used as the old data in the parity update of the
present cycle. Therefore, a separate cache segment is ensured
and write data are saved. In the case where no write data are
present on the cache, if necessary, a cache segment is also
ensured and write data are saved.

By saving the write data on both cache memories, the write
data can be held even if one cache is blocked. Furthermore,
together with saving, the I/O processing program 4010 set
staging information, dirty information, and parity update
required information, each flag is for the saved block, and
returns a response relating to the write request to the host
1100.1n (1) in FIG. 10 and FIG. 11, the write data of block [ G]
3’ are written into two caches and the staging information
and dirty information are set.

The flow of the I/O processing program 4010 is described
above.
<3.7.2 from Parity Creation to Destaging>

The sequence of parity creation and destaging executed
repeatedly by the cache control program 4020 is shown in
FIG. 18.

(Step 18001) The cache control program 4020 selects a
cache segment that is a parity creation or destaging target with
a cache algorithm such as LRU (Least Recently Used). In
FIGS. 10 through 12 (sometimes described hereinbelow as
“overview diagrams”), blocks ‘2’ and ‘3’ were selected.

(Step 18002) The cache control program 4020 determines
from which of two caches the write data saved therein will be
used for parity creation or destaging by a computation for-
mula based on the block address and parity group ID of the
cache segment that is the destaging target. In the overview
diagrams, the write data on the CM-A are assumed to be used.

(Step 18003) The cache control program 4020 matches the
cache segment that is the target of destaging with the block
size [D] of the FMD 1030 serving as a destaging destination
and fills the block [G] that has not yet been staged in the
segment. This is performed to enable the writing of data in
block units of the cache memory.

More specifically, when a plurality of blocks [G] present in
a cache segment are divided into each FMD block size [D]
from the head of the segment (in other words, divided into
destaging units). And for each division, if a dirty block [G] is
held in and a block [G] in an unstaging state is present in the
part of division, data corresponding to the block [G] in the
unstaged state are copied from the FMD 1030. In the copying
conducted at this stage, initially, a block [ D] containing a dirty
block [G] (in this example, block ‘2”) and a block [G] in an
unstaging state (in this example block ‘3’) in a separate area
on the cache is staged and then only the block [G] in the
unstaging state is copied. In the overview diagrams (in this
example, FIG. 10(1)), block ‘3’ is in an unstaging state.

(Step 18004) The cache control program 4020 performs
Step 18005 when parity creation is necessary or Step 18011
when mirroring is necessary with respect to the cache seg-
ment that is the destaging target.

(Step 18005) The cache control program 4020 stages the
old data saved in the destaging destination FMD 1030 related
to the target cache segment for parity generation in a cache
segment separate from the cache segment that is the destaging
target. This staging may use an area identical to that of the
cache segment that was staged by FMD block sizing per-
formed in Step 18003 and may involve staging of the data
necessary for the two caches in Step 18003 in advance (in
FIG. 11(2) of the overview diagram, the data necessary for the
two caches are staged together). Furthermore, if data used for
previous parity updating are present on the cache, the staging
can be omitted.
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(Step 18006) The cache control program 4020 stages a
block [D] stored parity corresponding to the cache segment
that is the destaging target from the FMD 1020 to the cache
segment (in FIG. 11(2) of the overview diagram, blocks ‘P2’
and ‘P3’ are staged to CM-B). When a parity that was previ-
ously calculated is present on the cache, the staging can be
omitted.

(Step 18007) The cache control program 4020 computes a
new parity by using the write data on the cache segment that
is the destaging target, old data that were staged in Step
18005, and a present parity that was staged in Step 18006, and
saves the new parity with setting and saving dirty information
to a cache segment separate from the present parity. The
program 4020 also unsets the parity update required informa-
tion of the cache segment that is the destaging target and
discards the old data staged in Step 18005 and Step 18006 and
the cache segment of the parity. In FIG. 11(3) of the overview
diagram, the parity ‘P2’ of block ‘2’ is dirty.

(Step 18008) The cache control program 4020 destages the
cache segment of the new parity computed in Step 18007 and
unsets the dirty information. In FIG. 12(4) of the overview
diagram, the parity ‘P2’ and ‘P3’ are destaged.

(Step 18009) The cache control program 4020 destages the
cache segment that is the destaging target and unsets the dirty
information. When the destaging is completed, write data
present on one cache are discarded and destaging is com-
pleted. The order of the present step and Step 18008 is not
important.

(Step 18011) The cache control program discards data that
were staged into another cache segment to fill the block that
has not yet been staged in Step 18003. The cache control
program 4020 destages the write data of the cache segment
that is the target of destaging to two FMD 1030 that are mirror
related. This program waits till both destaging operations are
completed and then discards write data of one cache. FIG.
10(3) of the overview diagram shows that blocks ‘2’ and ‘3’
from CM-A were destaged.

The above-described processing is the parity creation pro-
cessing.

The processing contents of destaging that has been used in
the above-described processing will be described below.

(R1) The cache control program 4020 converts the block
address [(G] of the parity group for the cache segment into an
FMD identifier and FMD block address [D] by striping com-
putation and block size conversion.

(R2) The cache control program 4020 sends a write request
to the FMD found in (R1) with the block address [ D] found in
[RD.

With respect to a read operation, the cache control program
4020 similarly converts the block address [G] of the parity
group into an FMD identifier and FMD block address [D] and
sends a read request to the FMD 1030.

Furthermore, in order to increase reliability, the cache con-
trol program 4020 may add a redundant code such as LRC or
CRC to write data during destaging to the FMD 1030 and
check the code during staging. Moreover, the cache control
program 4020 may compare the data saved in the FMD and
data on the cache after destaging and check that the data are
saved securely. In both cases, when the check detects an
abnormality, the cache control program 4020 can conduct the
FMD blockage detection processing or data recovery pro-
cessing.

Furthermore, in order to increase reliability with respect to
staging corresponding to the internal LU for which the data
compare information of the internal LU configuration infor-
mation 4070 became Yes, the cache control program 4020
copies the original data from the FMD 1030 to the cache
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memory 1020 in the case of RAID 1 and also reads and
compares data from the other FMD of the mirroring pair.
Likewise, in the case of RAID 5, the cache control program
4020 copies the original data from the FMD 1030 to the cache
memory 1020 and compares data recovered from another
FMD by using parity data and other data and data read from
the present FMD. In the case of HDD, the access pattern
accompanied by head movement or rotation wait sometimes
increases in the recovery processing, and the performance
degradation corresponding to or exceeding the increase in the
number of /O request performed in the recovery processing
also has to be taken into account, but in the case of FMD, such
performance degradation does not require such attention.
<3.8. Read Processing>

FIG. 19 shows an example of processing flow performed in
the case where the /O processing program 4010 received a
read request. Each step of the processing will be described
below.

(Step 19001) The I/O processing program 4010 acquires
the WWN;, LUN, start block address, block length, and write
data from a read request received by the controller 1010.

(Step 19002) The 1/O processing program 4010 converts
the WWN and LUN into the internal LUN based on the LU
path information. Step 19001 and Step 19002 may be substi-
tuted by the same method as used in the write processing.

(Step 19003) The 1/O processing program 4010 converts
the start address and block length of a read request (start block
address and block length based on the block size that was
notified in advance to the host 1100) to a value based on the
block length managed inside the controller 1010 by using the
internal LU configuration information 4070.

(Step 19004) The I/O processing program 4010 further
converts the internal LUN and the converted start block
address and block length to a parity group ID, and a start block
address and an end block address on the parity group by using
the internal LU configuration information 4070. In the com-
putation conducted for the conversion, a value obtained by
adding the start block address to the start address of the
internal LU configuration information 4070 is used as the
start block address on the parity group, and a value obtained
by adding the block length to the start block address on the
parity group is used as the end block address on the parity
group.

(Step 19005) The I/O processing program 4010 checks
whether data required by the read request are present in the
cache, ensures a cache segment when the required data are not
present, and copies the data into the cache by staging process-
ing.
(Step 19006) The I/O processing program 4010 transfers
the data on the cache to the host 1100.

The flowchart of the I/O processing program 4010 is
described above. The WWN, LUN, start block address, and
block length may be checked in any step of the present pro-
cedure.

The operations of the present embodiment are sometimes
implemented in a mode where the block size of FMD is larger
than the block size of LU. This is because the entry amount of
the FMD address conversion information 2012 of an FMD is
related to a value obtained by dividing the storage capacity of
the FMD by the block size, the entry amount will supposedly
increase in the future, the search time for finding data required
by the I/O request will therefore increase, and the block size
of FMD will be as large as 8192 byte. On the other hand, in the
usual host, the block size is presently based on 512 B. This,
however, does not negate other relationships. If the block size
of LU is equal to or larger than the block size of FMD, the
efficiency of staging and destaging on the cache will appar-
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ently be good. Therefore, it is also possible that this configu-
ration will be actively employed.

Furthermore, the storage system 1000 is not required to be
configured of one device. For example, the FMD 1030 and
controller 1010 can be present as separate devices connected
by a backend I/O network. Furthermore, an access control
program that limits the hosts that can access the LU can be
added to the controller 1010, or a local replication program
for producing a LU replica inside the same storage system
1000 or a remote mirroring program for conducting mirroring
into different storage systems may be executed. More specifi-
cally, for example, when remote mirroring is performed, a
storage system using the FMD 1030 in the copy source and
copy destination can be employed. The implementation of
remote mirroring can be also considered in which the storage
system 1000 using the FMD 1030 is employed for the storage
system of the copy source, and a storage using a HDD is
employed for the storage system of the copy destination. This
is because the performance characteristics and bit costs of the
FMD 1030 and HDD are different and also because failure
resistance can be increased due to the fact that the environ-
ments where data loss or corruption can easily occur (for
example, including at least one of temperature, humidity, X
rays, electric field, and magnetic field) are different for the
two storages since a flash memory contained in the FMD
holds data by operating electric charges, whereas data in the
HDD are held by magnetism.

The explanation will be continued hereinbelow.
<4. Substitute device of FMD 1030>
<4.1. SFMD 1030 (2)>

Several variations can be considered for the FMD 1030. An
example thereof is shown in FIG. 21.

The SFMD 1030(2) is a substitute device for FMD 1030.
SFMD 1030(2) comprises a SFMD master controller 21010,
aplurality of /O ports 2030(2), and a plurality of FMD 1030.
Each FMD 1030 is connected to the SFMD master controller
21010 via the I/O port 2030. The 1/O port 2030 may be
substituted with the internal bus, and a configuration in which
one [/O port 2030 is connected, as shown in the figure) or a
configuration in which a plurality of I/O ports are connected
is possible. In FMD 1030 contained in one SFMD 1030(2) the
following items (T1 to T3) are preferably identical.

(T1) Storage capacity [D].

(T2) Block size [D].

(T3) Performance of FMD controller 2010.

The SFMD master controller 21010 performs striping pro-
cessing to provide a plurality of FMD 1030 together to one
storage area. Thus, when the controller 1010 accesses the
SFMD 1030(2), not only the address space [D] of the FMD
1030, but also a new address space [SD] is used. The SFMD
master controller 21010 that has received an I/O request con-
ducts striping processing, thereby obtaining the FMD 1030
where the data have been saved and the start address [D] and
block length [ D] thereof from the start address [SD] and block
length [SD] contained in the I/O request, and sends an /O
request. When the block length [SD] of the I/O request to the
SFMD 1030(2) is large, the above-described conversion and
sending of the 1/O request to the FMD 1030 are conducted
during the data reception or data transmission. They are in the
same manner as in the case of FMD 1030.

The block size [SD] of the SFMD 1030(2) is preferably
equal to the block size [D] of the FMD 1030. Furthermore, the
number of blocks [SD] (or storage capacity [SD]) of the
SFMD 1030(2) may be equal to the total of the number of
blocks [D] (or storage capacity [D]) of the FMD 1030 con-
tained therein, but when part of blocks [D] of the FMD 1030
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are used for the purpose of control, the number of blocks [SD]
may be obtained by subtracting the corresponding number of
blocks from the total number.

The SFMD master controller 21010 can send the below-
described information (U1) through (U4) to the controller
1010.

(U1) Number of blocks [SD]

(U2) Block size [SD].

(U3) Number of surplus blocks [SD].

(U4) Number of FMC 2020 and/or number of FMD 1030.

The SFMD master controller 21010 may send the entire
information provided by the FMD internal configuration
information notification program 2013 or part thereof to the
controller 1010 in addition to the above-described informa-
tion.

By contrast with the FMD 1030, in the SFMD 1030(2), a
write request fails at the point in time in which the number of
surplus blocks in a certain FMD 1030 becomes zero, even if
the number of surplus blocks in other FMD 1030 is more than
zero. For this reason, reporting a minimum value (or a number
obtained by multiplying the minimum value by the number of
FMD 1030) of the number of surplus blocks in each FMD
1030 can be considered for the value of the number of free
blocks [SD] of (U3).

The SFMD 1030(2) has the following drawback and
advantage when compared with the FMD 1030.

(Drawback) FMC utilization efficiency is poor. Depending
on the access pattern, write requests can be collected in a
specific FMD 1030. Therefore, the time till the component
being blocked is short.

(Advantage) The number of bottleneck locations is small.
The surplus area management or address conversion per-
formed by the FMD controller 2010 is the processing with a
rather large workload because a search of FMD address con-
version information 2012 is necessary. Therefore, even if the
number of FMC contained in the FMD 1030 is increased, the
performance is sometimes not increased due to bottlenecks in
the FMD controller 21010. By employing a method by which
the block size [D] is increased so that decreasing the size of
the FMD address conversion information 2012 that is
searched during address conversion of the FMD 1030, this
can be avoided and improving performance. However, if the
block size is too large, performance is degraded because in an
environment with multiple random access, staging or destag-
ing is executed to the data that are not directly related to the
access. In the case of SFMD 1030(2), because address con-
version is processed in a distributed fashion in a plurality of
FMD controllers 2010, the bottleneck is prevented and it is
not necessary to increase the block size even when a large
number of high-capacity FMC are installed.

In order to overcome the above-described drawback, the
processing of at least one of the below-described types per-
formed in the controller 1010 can be also executed in the
SFMD master controller 21010.

(Processing 1) Dynamic sparing. Some of FMD 1030 con-
tained in the SFMD 1030(2) are used for spare, and dynamic
sparing is conducted when the number of surplus blocks of
the operating FMD 1030 becomes small. The FMC utilization
efficiency decreases to allocate the redundant areas, but the
time to component blockage caused by the access concentra-
tion in a specific FMD 1030 is increased.

(Processing 2) Redundant data such as mirroring or parity
are added.

With respect to the presence or absence of the above-
described treatment, sending the information by the SFMD
master controller 21010 in response to the request from the
controller 1010 can be considered. Furthermore, if the pres-
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ence or absence of the processing is made clear by the model
number of the SFMD 1030(2), the above-described informa-
tion acquisition may be replaced with acquisition of this
information by the controller 1010.
<4.2. SFMD and FMD Mixed Storage System>

The SFMD 1030(2) and FMD 1030 can send a read request
or write request by the same method from the controller 1010.
For this purpose, the storage system 1000 can implement a
plurality of SFMD 1030(2), such a configuration also makes
it possible to execute the processing that was heretofore
explained. Furthermore, the storage system 1000 can also
implement both the SFMD 1030(2) and FMD 1030. Such a
configuration can originate for the same reason as associated
with the difference in the number of FMC in the FMD 1030.
In this case, because of the difference in I/O characteristics
caused by the internal structures and because the time (endur-
ance) to the blockage differs between the SFMD 1030(2) and
FMD 1030, a configuration can be employed in which the
SFMD 1030(2) and FMD 1030 are not mixed in a parity
group. In order to realize such configuration, the controller
1010 acquires information relating to the internal structure of
both devices and provides this information to the user at the
time of parity group configuration definition or uses the infor-
mation for check processing. Furthermore, user can use the
storage system efficiently with considering storage hierarchy
by displaying whether the LU is configured of SFMD 1030(2)
or FMD 1030. However, both devices may be mixed in a
parity group with consideration for device shortage and other
reasons.

Furthermore, because the SFMD 1030(2) can increase reli-
ability by adding the dynamic sparing and/or redundant data
instead of increasing the number of internal components, it
can be considered to acquire the internal structure (including
presence and/or absence of dynamic sparing or redundant
data) with the controller 1010 in the same manner as
described above, and further to configure a parity group only
of the devices with dynamic sparing or to configure a parity
group only of the devices with redundant data in the SFMD
1030(2).
<5. Substitute Device of FMD 1030, Part 2>
<5.1. Plural Storage Areas-Providing FMD>

The plural storage areas-providing FMD 1030(3) shown in
FIG. 22 provides a plurality of internal FMD 1030 to the
controller 1010. As an example, a method for providing each
FMD 1030 as a LU belonging to a WWN held by the /O port
203(3) can be considered. For example, a converter 22010
allocates the access request from the controller 1010 to a
designated FMD 1030 or performs the conversion processing
in the case where the port 2030 of the FMD 1030 is a transfer
medium other than the port 2030(2). On the other hand, the
controller 1010 recognizes a plurality of FMD 1030 con-
tained in the plural storage areas-providing FMD 1030(3) and
manages failure occurrence in the units of the FMD 1030. A
maintenance operator can perform maintenance and replace-
ment in the units of plural storage areas-providing 1030(3).
Note that the plural storage areas-providing FMD 1030(3)
may have a port to connect it to the controller 1010 for each
FMD 1030 without having the converter 22010 therebetween.
<5.2. Parity Group Configuration Using Plural Storage
Areas-Providing FMD 1030(3)>

In case of configuring a parity group by using a plural
storage areas-providing FMD 1030(3), it is necessary to pre-
vent the controller 1010 from configuring a parity group by
selecting a plurality of FMD 1030 from a certain plural stor-
age areas-providing FMD 1030(3). This is because a plural
storage areas-providing FMD 1030(3) is a unit of one of the
unit of physical failure, a unit of power source shut-down, and
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a unit of pulling out a device. So that, in case of a device
failure occurs in a state where a plurality of FMD 1030 have
been used in the same plural storage areas-providing FMD
1030(3), then the data recovery processing of a parity group
becomes impossible.

In order to assist the above-described parity group configu-
ration, the controller 1010 can use the below-described two
methods for defining the parity group configuration.

(Method 1) During definition of a parity group configura-
tion, the controller 1010 displays a correspondence relation-
ship of plural storage areas-providing FMD 1030(3) and
FMD 1030 contained therein with a GUI (Graphical User
Interface, GUI is for example) and receives a designation of a
plurality of FMD 1030 from the user. The controller 1010 that
received this designation checks whether some of a plurality
of designated FMD 1030 belong to the same plural storage
areas-providing FMD 1030 (3).

(Method 2) When a parity group configuration is defined,
the controller 1010 displays a list of plural storage areas-
providing FMD 1030(3) with a GUI (GUI is for example) and
receives a designation of a plurality of plural storage areas-
providing FMD 1030 (3) from the user. The controller 1010
that received this designation checks whether number of the
FMD 1030 installed and storage capacity about the multi-L.U-
FMD 1030 (3) is same among the a plurality of the designated
multi-LU-FMD 1030 (3). Then, as shown by way of an
example in FIG. 23, the controller 1010 defines a sub-parity
group configuration using plural FMD 1030, each belongs to
each multi-LU-FMD 1030(3) and further uses a plurality of
sub-parity groups located in the multi-LU-FMDs 1030(3) by
taking areas joined by concatenating or the like as a parity
group, and provides the parity groups to the user. The term
“concatenating”, for example, when related to concatenating
LU2 to LU1, means that the head of the address space of LU2
is joined to the end of the address space of LU1. Furthermore,
joining sub-parity groups can be achieved by striping.
<5.2. Dynamic Sparing and Blockage Detection>

When plural storage areas-providing FMD 1030(3) are
used, the write requests can be also concentrated in a specific
FMD 1030 similarly to the case of SFMD 1030(2). For this
reason, the controller 1010 knows a surplus capacity value of
each FMD in each plural storage areas-providing FMD 1030
(3) and, when the number of surplus blocks decreases for any
FMD 1030, performs dynamic sparing of this FMD 1030 to
an FMD 1030 contained in another plural storage areas-pro-
viding FMD 1030(3). Alternatively, a next method can be
considered. An FMD 1030 for sparing is prepared at the time
each plural storage areas-providing FMD 1030(3) is started to
be used, and when the number of surplus blocks of a certain
FMD 1030 decreases, dynamic sparing is performed from
this FMD 1030 to an FMD 1030 for sparing that is contained
in the same plural storage areas-providing FMD 1030(3) as
this FMD 1030. In yet another possible method, when an
FMD 1030 for sparing is absent in the plural storage areas-
providing FMD 1030(3) for which the number of surplus
blocks has decreased, the controller 1010 uses an FMD of
another plural storage areas-providing FMD 1030(3) as its
own FMD 1030 for sparing. Furthermore, the controller 1010
(for example, a configuration information program 4030) can
make an FMD 1030 for sparing of copy destination to be an
element of a parity group (or sub-parity group) to which an
FMD 1030 of copy source belonged and can remove this
FMD 1030 of copy source from the parity group (or sub-
parity group). More specifically, for example, an ID of the
FMD 1030 for sparing of copy destination can be added to a
column corresponding to the parity group (or sub-parity
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group) in a PG configuration information 4060 and the 1D of
the FMD 1030 of copy source can be deleted from the col-
umn.

The above-described processing is also suitable for storage
systems containing plural storage areas-providing FMD 1030
(3). For example, when the user defines a parity group con-
figuration, the number of the contained FMC, the providing
capacity, the surplus capacity value, or the number of FMD
1030 is acquired from each plural storage areas-providing
FMD 1030 and parity groups are configured of the same
number or capacity of identical devices.

Furthermore, when a storage system contains plural stor-
age areas-providing FMD 1030(3), blockage detection can be
performed in FMD 1030 units. Therefore, in this embodiment
considering sub-parity group, the recovery processing an [/O
processing is possible or not required, in case of the recovery
processing as a parity group like a previous embodiment. If an
internal LU is configured only of sub-parity groups for which
such I/O request can be processed, the controller 1010 may
continue the [/O request, without blocking the internal LU,
even when the data recovery processing was judged to be
impossible for the parity group like a previous embodiment.
<6. Detail of the Host>

A host LU required for explaining the management server
1200 is explained.

As described above, the host 1100 can use the storage area
of the flash memory by transmitting an access request to the
logical unit provided by the storage system. Therefore, the
084101 executed by the host 1100 manages the host LU.

The host LU is alogical presence defined by the 0S4101 of
the host 1100 so that the OS4101 corresponds to the logical
unit. The OS4101 stores at least the following information as
the information corresponding to the host LU.

Identifier of the host LU. This identifier is the one allocated
by the OS4101, and an instruction from a host manager
is involved at the time of allocation.

Port ID and LUN of the logical unit corresponding to the
host LU.

Providing capacity of the logical unit corresponding to the
host LU.

The host LU is provided to the application 4103 or the file
system 4102. The application 4103 or the file system 4102
transmits an access request to the logical unit by directly or
indirectly designating the identifier of the host LU.

Further, the application 4103, such as a database program,
Web server program and mail server, sets a plurality of defi-
nition information items (including a place to store applica-
tion data), and provides tables, HTML files, and mail data that
vary depending on the definition information. In order to
explain such situation, an execution instance is introduced as
a logical component for performing processing based on the
definition information of the application. Note that when the
application 4103 that has no definition information is applied
to the present invention, the description of the execution
instance may be replaced with that of the application 4103.
<7. Detail of the Management Server>

Next, the management server 1200 is explained.
<7.1. Detail of the Information Possessed by the Management
Server>

FIG. 25 is a diagram showing an example of the manage-
ment-side FMD information about FMD 12050.

The management-side FMD information about FMD
12050 stores the following information relating to the FMD
1030 attached to each storage system.

(MA1) Identifier of the FMD 1030
(MA2) Blockage information of the FMD 1030
(MA3) Model number of the FMD 1030
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(MA4) Providing capacity of the FMD 1030, the block size

[D], and the number of flash memory packages
(MAS) Surplus capacity value of the FMD 1030

Note that the meanings of (MA1) through (MAS) are the
same as the meaning of the FMD information 4050 described
in FIG. 5. However, the data structure of the management-
side FMD information about FMD 12050 is not necessarily
the same as that of the FMD information 4050. Similarly,
even when the management-side FMD information about
FMD 12050 and the FMD information 4050 have the infor-
mation indicating the same meaning, it is not necessary to
store it in the same data expressive form.

FIG. 26 is a diagram showing an example of the manage-
ment-side PG configuration information 12060.

The management-side PG configuration information
12060 stores the following information relating to the parity
group defined by each storage system.

(MB1) Identifier of the parity group

(MB2) Blockage information of the parity group

(MB3) RAID level of the parity group

(MB4) The number of FMD belonging to the parity group and
identifier of the FMD

(MBS5) Surplus capacity percentage of the parity group

Note that the meanings of (MB1) through (MBS5) are the
same as the meaning of the PG configuration information
4060 described in FIG. 6. However, the data structure of the
management-side PG configuration information 12060 is not
necessarily the same as that of the PG configuration informa-
tion 4060. Similarly, even when the management-side PG
configuration information 12060 and the PG configuration
information 4060 have the information indicating the same
meaning, it is not necessary to store it in the same data
expressive form.

FIG. 27 is a diagram showing an example of the manage-
ment-side internal LU configuration information 12070.

The management-side internal LU configuration informa-
tion 12070 stores the following information relating to the
internal LU defined by each storage system.

(MC1) Identifier of the internal LU

(MC2) Blockage information of the internal LU

(MC3) Identifier of the parity group in which the internal LU
is defined

(MC4) The block size of the internal LU

(MC5) The compare information on the internal LU

(MC6) Providing capacity of the internal LU. This capacity is
considered to be a value that is calculated by the controller

1010 based on the start address and the end address of the

internal LU configuration information 4070, and received

from the controller 1010. However, if the start address and
the end address of the internal LU configuration informa-

tion 4070 can be received by the management server 1200,

the capacity may be calculated by the management server

1200.

(MC7) Surplus capacity percentage of the internal LU

Note that the meanings of (MC1) through (MCS5) are the
same as the meaning of the internal LU configuration infor-
mation 4070 described in F1G. 7. However, the data structure
of the management-side internal .U configuration informa-
tion 12070 is not necessarily the same as that of the internal
LU configuration information 4070. Similarly, even when the
management-side internal LU configuration information
12070 and the internal LU configuration information 4070
have the information indicating the same meaning, it is not
necessary to store it in the same data expressive form.

FIG. 28 is a diagram showing an example of the manage-
ment-side LU path information 12080.

5

10

15

20

25

30

35

40

45

55

60

65

36

The management-side LU path information 12080 stores
the following information relating to the logical unit defined
by each storage system.

(MD1) Identifier of the internal LU provided to the host 1100

(MD2) WWN (or the identifier of the I/O port 1013). This
information indicates the port 1013 from which the internal
LU is provided to the host 1100. As described hereinabove,
the WWN may be replaced with an identifier of another
type such as a port number. The WWN may also be the
content different from the information relating to the LU
path information 4080 (for example, the storage system is
managed by the WWN, while the management server is
managed by the port number).

(MD3) LUN
Note that the meanings of (MD1) through (MD3) are the

same as the meaning of the LU path information 4080

described in FIG. 13. However, the data structure of the

management-side LU path information 12080 is not neces-

sarily the same as that of the LU path information 4080.

Similarly, even when the management-side LU path informa-

tion 12080 and the LU path information 4080 have the infor-

mation indicating the same meaning, it is not necessary to
store it in the same data expressive form.

FIG. 29 is a diagram showing an example of the manage-
ment-side candidate FMD information about substitution
12090.

The management-side candidate FMD information about
substitution 12090 is information that manages the informa-
tion relating to the substitution candidate FMD for each stor-
age system, and has the following information.

(ME1) The number of FMD 1030 that are likely to be the
substitution FMD (often abbreviated as “substitution can-
didate FMD”)

(ME2) Average value or minimum value of the surplus capac-
ity percentage of the substitution candidate FMD

(ME3) Identifier of the substitution candidate FMD 1030
Note that the substitution candidate FMD 1030 that is

attached to the storage system but does not belong to the

parity group is specified. However, another idea is considered
in which the controller defines a group of substitution candi-
date FMD 1030 (to be referred to as “substitution candidate

FMD group” hereinafter) in response to a set request speci-

fying FMD 1030 from the manager. In this case, the identifier

of the FMD 1030 belonging to the substitution candidate

FMD group may be acquired from the storage system.

FIG. 38 is a diagram showing an example of the surplus
capacity policy information 12100.

The surplus capacity policy information 12100 is the infor-
mation stored with respect to the information on a policy
relating to the surplus capacity value (to be referred to as
“surplus capacity policy” or “policy™), and has the following
information.

(MF1) Identifier of the policy

(MF2) Threshold for evaluating the surplus capacity percent-
age. Note that anything other than the threshold may be
adopted as long as it is for evaluating the surplus capacity
percentage.

(MF3) Name (or identifier) for identifying an action to be
executed, when the name is applied to the evaluation

(MF4) Action instruction for realizing an action to be
executed, when the action instruction is applied to the
evaluation. Note that the action instruction may be a pro-
gram or a script.

FIG. 39 is a diagram showing an example of the logical unit
operation information 12110.

The logical unit operation information 12110 stores infor-
mation relating to the host LU defined by the host 1100.
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(MG1) Identifier of the host 1100 defining the host LU

(MG2) Identifier of the host LU

(MG3) Port identifier and LUN of the logical unit corre-
sponding to the host LU

(MG4) State of the host LU

(MG5) Identifier of a policy applied to the host LU

(MG6) Identifier of an execution instance of an application
that uses the host LU

<7.2. Processing of the Management Server>
The system management program 12010 of the manage-

ment server is described next.

<7.2.1. Receiving Management Information from the Host>
The system management program 12010 receives the

information on the host 1100 by performing the following

processes.

(Step 1) The system management program 12010 receives
host management information from the host 1100.

(Step 2) The system management program 12010 generates
or updates the logical unit operation information 12110
based on the host management information.

Note that the host management information transmitted by
the host 1100 is created based on the definition information of
the application 4103 of the host 1100 and the host LLU. There-
fore, the host management information is considered to be
some or all of the definition information of the application
4103 and the host LU information, or information including
the difference with the previously transmitted information.
However, the host management information may not neces-
sarily have the same data structure or data expressive form as
the above information. Furthermore, host set information
may be expressed or transmitted in any form as long as it
includes the relationship between the execution instance of
the application 4103 and the host LU, as well as the relation-
ship between the host LU and the logical unit.

Note that the above processes may be implemented once an
instruction is issued by the manager to the management
server, or be based on partial information that is input from the
manager to the management server without going through the
host 1100, or be executed repeatedly.
<7.2.2 Receiving Management Information from the Storage
System>

The system management program 12010 receives the
information on the storage system 1000 by performing the
following processes.

(Step 1) The system management program 12010 receives
management information of the storage system from the
storage system 1000.

(Step 2) The system management program 12010 creates or
updates the following information based on the storage
system management information.

Management-side FMD information about FMD 12050

Management-side PG configuration information 12060

Management-side internal LU configuration information

12070
Management-side LU path information 12080
Management-side candidate FMD information about sub-
stitution 12090

Note that the storage system management information
transmitted by the storage system 1000 is created based on the
following information possessed by the storage system 1000.

FMD information 4050

PG configuration information 4060

Internal LU configuration information 4070

LU path information 4080

The storage system management information is considered
to include some or all of the above information items or the
difference with the previously transmitted information. How-
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ever, the storage system management information may not
necessarily have the same data structure or data expressive
form as the above information. Furthermore, the storage sys-
tem management information may be expressed or transmit-
ted in any form as long as it has a surplus capacity value of at
least one physical or logical component and the identifier of
the component that corresponds to this value, and has infor-
mation representing a relationship between any or two or
more of'the FMD 1030, parity group, internal LU, and logical
unit, or a relationship among all of them. Specifically, the
surplus capacity value and the above relationship may be
transmitted in separate communications. Moreover, because
in some cases the above relationship is structured by the input
from the management server, it may not be included in the
storage system management information.

In addition, the information representing the above rela-
tionship may not be included in the storage system manage-
ment information obtained the second time and thereafter. In
one embodiment, the storage system management informa-
tion may include only the identifier of the FMD 1030 and the
surplus capacity value of the FMD.

Similarly, in the processing for receiving the management
information from the storage system, the surplus capacity
value (or surplus capacity percentage) of the information
possessed by the management server 1200 may be updated
based on the surplus capacity value of at least one logical or
physical component included in the storage system manage-
ment information. For example, it is considered that the sur-
plus capacity value included in the storage system manage-
ment information may be directly stored in the surplus
capacity value (or surplus capacity percentage) of the infor-
mation possessed by the management server 1200, or may be
stored after performing some sort of conversion thereon.

Note that the processing may be executed once an instruc-
tion is issued from the manger to the management server
1200, or the information on the relationship may be based on
some information that is input from the manager to the man-
agement server without going through the host 1100. The
processing may be executed repeated.
<7.2.3. Setting Surplus Capacity Operation Policy>

The system management program 12010 creates or
updates the surplus capacity policy information 12100 or
logical unit operation information 12110 by performing the
following processes.

(Step 1) The system management program 12010 receives the
following information from the manager via the input/
output device.

Threshold to which the policy is applied

Evaluation criterion for surplus capacity percentage. Spe-
cifically, threshold.

Action name

Action instruction
(Step 2) The system management program 12010 creates or

updates the surplus capacity policy information 12100

based on information received from the manager. The

detail of it is described hereinafter.

When the received information is a newly added policy, the
system management program 12010 generates a new
policy identifier and stores the above information in the
surplus capacity policy information 12100.

When the received information is an updated policy, the
system management program 12010 updates change tar-
get information of the surplus capacity policy informa-
tion 12100.

(Step 3) The system management program 12010 receives,
from the manager, information specifying a policy and
information specifying an execution instance of the host
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LU to which the policy is applied or of a use application.
Examples of the information for specifying a policy
include a policy identifier. Furthermore, examples of the
information for specifying an execution instance of the
host LU to which the policy is applied or of a use applica-
tion include the identifier of the host LU and the identifier
of the execution instance of the use application.

(Step 4) The system management program 12010 updates the
logical unit operation information 12110 based on the
information received in Step 3.

The system management program 12010 may change the
host LU to which the input policy is applied, by executing
Step 3 and Step 4 independently from Step 1 and Step 2.
<7.2.4 Processing for Calculating Surplus Capacity Value of
Each Component>

The system management program 12010 calculates and
updates the following information.

(Calculation 1) Surplus capacity percentage of the manage-
ment-side PG configuration information 12060 with
respect to the parity group: With reference to the identifier
of participating FMD of the management-side PG configu-
ration information 12060, the surplus capacity percentage
of one or more FMD belonging to a calculation target
parity group stored in the management-side FMD informa-
tion about FMD 12050 is acquired (actually the surplus
capacity and the providing capacity are acquired, and then
the surplus capacity percentage is calculated). Based on the
acquired surplus capacity percentage, the minimum sur-
plus capacity percentage value is stored as the surplus
capacity percentage of the calculation target parity group
of the management-side PG configuration information
12060. This calculation processing may be carried out at
least when a change in the providing capacity or surplus
capacity value of the management-side FMD information
(for example, there is a case where the storage system
management information is received, the FMD is con-
verted, or where a massage indicating a change in the
surplus capacity value is received from the storage system)
or a change in the identifier of the participating FMD of'the
management-side PG configuration information (for
example, there is a case where dynamic sparing is executed
or when a new parity group is defined or updated) is
detected.

(Calculation 2) Surplus capacity percentage of the manage-
ment-side internal LU configuration information 12070
with respect to the internal LU: With reference to the iden-
tifier of the parity group of the management-side internal
LU configuration information 12070, the surplus capacity
percentage of the parity group in which a calculation target
internal LU of the management-side PG configuration
information 12060 is defined is acquired from the manage-
ment-side PG configuration information 12060. The
acquired value is stored in the management-side internal
LU configuration information 12070 as the surplus capac-
ity percentage of the calculation target internal LU. When
the internal LU is defined by using a plurality of parity
groups, the minimum value may be taken as the surplus
capacity percentage of the calculation target internal LU,
out of the surplus capacity percentages corresponding to
these parity groups. This calculation processing may be
carried out at least when a change in the surplus capacity
percentage of the parity group corresponding to the calcu-
lation target internal LU is detected or when a correspon-
dence relationship between the internal LU and the parity
group (for example, the data of the internal LU is moved
from a transparent parity group to another parity group).
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(Calculation 3) Average value or minimum value of the sur-
plus capacity percentage of the substitution candidate
FMD of the management-side candidate FMD information
about substitution 12090: The surplus capacity percentage
stored in the management-side FMD information 12050 is
acquired for the substitution candidate FMD (actually the
surplus capacity and the providing capacity are acquired,
and then the surplus capacity information is calculated).
The average value or minimum value of the acquired sur-
plus capacity percentage is stored in the management-side
candidate FMD information about substitution 12090.

<7.3. Management Information Display and Display Pro-

cessing>

Next, information display performed by the management
server 1200 and processing for calculating the displayed con-
tent are described. The display is performed based on the
following information possessed by the management server
1200.

Management-side FMD information about FMD 12050

Management-side PG configuration information 12060

Management-side internal LU configuration information

12070
Management-side LU path information 12080
Management-side candidate FMD information about sub-
stitution 12090

Surplus capacity policy information 12100

Logical unit operation information 12110

Note that in the following description, the above informa-
tion managed by the management server 1200 is often generi-
cally called “system management information.” All of the
above information items are not always included in this sys-
tem management information. For example, in the present
invention, operation without a policy can be performed, and
in some cases the policy is set without taking the host LU or
application into consideration. Therefore, in such an embodi-
ment, all of the information items are not required.
<7.3.1. Example of Screen Display of the Management
Server>

FIG. 30 is an example of a screen that is displayed by the
management server 1200 using the input/output device for
inputting the information on the storage system 1000 or the
host 1100.

Display of the screen has a first pain 30010, a second pain
30020 and a third pain 30030, displays the following infor-
mation in each pain, and supports input performed by the
input/output device.

(First Pain) Display objects that indicate the storage system
1000 managed by the management server 1200, and the
physical component (e.g., FMD) of the storage system
1000 or the logical component (e.g., the parity group, inter-
nal LU, logical unit) generated logically when setting is
performed on the storage system 1000 are displayed. The
display objects shown in FIG. 30 represent icons and/or
character strings, but they may be in the form of other
image or sound. The first pain also displays display objects
that indicate the host 1100 managed by the server 1200,
and a physical or logical component of the host 1100 (e.g.,
the execution instance of the application). Further, the first
pain displays an upper level relationship or a lower level
relationship between the display objects (corresponds to
the dotted lines between the icons in FIG. 30). The first pain
displays display objects indicating the entire components
corresponding to the storage system 1000 and the host
1100 (hereinafter, when highlighting such display objects,
they are called “display object list,” and when the display
object list is not particularly distinguished from the above-
mentioned display objects, they are simply called “display
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objects.”). The display objects that do not involve identifi-

ers for uniquely specifying the components such as “stor-

age device,” “substitution candidate device,” “parity
group,” “internal LU,” and “port” in FIG. 30 are the display
object list.

(Second Pain) Management information on the component
(regardless of the physical or logical component) of the
storage system 1000 or the host 1100 corresponding to a
display object designated by the input/output device using
the first pain is displayed. When the display object list is
designated in the first pain, summary management infor-
mation on the component (regardless of the logical or
physical component) corresponding to the display object
list is displayed in the second pain.

(Third Pain) When the display object list is designated by the
input/output device using the first pain, management infor-
mation on one or more components (regardless of the logi-
cal or physical component) corresponding to the display
object list are displayed.

The description, “a display object A is above (or in the
upper level relationship with) a display object B,” means that
the display object A is closer to the root than the display object
B in a tree view in the first pain. The description, “the display
object A is below (or in the lower level relationship with) the
display object B,” means that the display object A is closer to
the leaves than the display object B in the tree display in the
first pain.

When the input/output device has a pointing device (e.g., a
mouse, a touchpad, a touch screen, a pen tablet), a display
object can be designated by double-clicking it, and the man-
agement server 1200 expands and displays the display objects
corresponding to the lower level relationship of the desig-
nated display object. The examples shown in FIG. 30 or
FIGS. 31 through 37 described hereinafter illustrates a GUIL,
but a console output using a command line interface (CLI)
may be employed.
<7.3.2. Display Relating to FMD>

Next, FIG. 30 is used to describe the information to be
displayed when the FMD 1030 is designated by the manage-
ment server as the storage device.

In the example shown in FIG. 30, the display object of
noSTG1 is double-clicked with the pointing device, and
thereby the display object list corresponding to “storage
device,” “substitution candidate device,” “parity group,”
“internal LU,” and “port™ is screen-displayed as the compo-
nent (regardless of the logical or physical component)
belonging to the storage system identified by STG1 (in other
words, display objects that are in the lower level relationship
with the display object of the STG1 are displayed). Further, in
the example shown in FIG. 30, the display object list corre-
sponding to “‘storage device” is double-clicked with the point-
ing device, and thereby display objects corresponding to one
or more FMD installed in the storage system 1000 identified
by STG1 (in other words, display objects having the character
strings of FMD1 through FMD3) are screen-displayed.

Through the screen display, the manager clicks the display
object of a predetermined FMD 1030 by using a pointing
device cursor 30040 (the display object having the identifier
of'the FMD3 in FIG. 30), and thereby the management server
1200 receives a management information display request des-
ignating the predetermined FMD 1030.

The management server 1200 that has received the man-
agement information display request displays at least one of
the followings as the management information relating to the
predetermined FMD 1030 in the second pain.

The identifier of the predetermined FMD 1030 is displayed

as an identifier specifying the storage device. This dis-
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play is carried out based on the FMD identifier of the
management-side FMD information about FMD 12050.

Information relating to a place for attaching the storage
device is displayed. This display is carried out by calcu-
lating the position based on the FMD identifier of the
management-side FMD information about FMD 12050.

The model number of the predetermined FMD 1030 is
displayed as the model number of the storage device.
This display is carried out based on the model number of
the management-side FMD information about FMD
12050.

The number of FMC and the block size [D] of the prede-
termined FMD 1030 are displayed as a part of the con-
figuration of the storage device. This display is carried
out based on the number of FMC and the block size of
the management-side FMD information about FMD
12050.

The providing capacity of the predetermined FMD 1030 is
displayed as the providing capacity of the storage
device. This display is carried out based on the providing
capacity of the management-side FMD information
about FMD 12050.

The surplus capacity percentage of the predetermined
FMD 1030 is displayed as the surplus capacity percent-
age of the storage device. This display is carried out
based on the surplus capacity value and/or the providing
capacity of the management-side FMD information
about FMD 12050.

The condition of the predetermined FMD 1030 is dis-
played as the condition of the storage device. This dis-
play is carried out based on the blockage information
and surplus capacity percentage of the management-side
FMD information about FMD 12050.

Note that any of the following values can be displayed as
the condition of the FMD 1030, but other values may be
displayed.

(State 1) Normal (I/O processing is acceptable)
(State 2) Blocked (unavailable)
(State 3) Shortage in surplus area (to be often abbreviated as

“surplus shortage” in the diagrams)

Further, for each of the plurality of FMD 1030, the man-
agement server 1200 may display the management informa-
tion relating to the predetermined FMD 1030 to the third pain.
This display can be performed at the point of time when the
manager clicks the display object list having the character
string of the storage device by using the pointing device
cursor 30040 through the screen display, and thereby the
management server 1200 receives the management informa-
tion display request designating the predetermined FMD
1030.
<7.3.3 Display Relating to Parity Group>

Information to be displayed by the management server
1200 when a predetermined parity group is designated is
explained with reference to FIG. 31.

In the example shown in FIG. 31, the display object of
STG1 is double-clicked with the pointing device, and thereby
the display object list corresponding to “storage device,”
“substitution candidate device,” “parity group,” “internal
LU,” and “port” is screen-displayed as the component (re-
gardless of the logical or physical component) belonging to
the storage system identified by STGI1. Further, in the
example shown in FIG. 31, the display object list correspond-
ing to “parity group” is double-clicked with the pointing
device, and thereby display objects corresponding to one or
more parity groups defined by the storage system 1000 iden-
tified by STG1 (in other words, display objects of PG1, PG2
and PGx) are screen-displayed.



US 9,069,476 B2

43

Through the screen display, the manager clicks the display
object of a predetermined parity group by using the pointing
device cursor 30040 (the display object having the identifier
of the PG1 in FIG. 31), and thereby the management server
1200 receives a management information display request des-
ignating the predetermined parity group.

The management server 1200 that has received the man-
agement information display request displays at least one of
the followings as the management information relating to the
predetermined parity group in the second pain.

The identifier of the predetermined parity group is dis-
played as an identifier specifying the parity group. This
display is carried out based on the parity group identifier
of the management-side PG configuration information
12060.

RAID level of the predetermined parity group is displayed
as the RAID level of the parity group. This display is
carried out based on the RAID level of the management-
side PG configuration information 12060.

The number of FMD 1030 belonging to the predetermined
parity group is displayed as the number of storage
devices of the parity group. This display is carried out
based on the number of FMD of the management-side
PG configuration information 12060.

The capacity that is realized after performing RAID pro-
cessing on the predetermined parity group is displayed
as the providing capacity of the parity group. This dis-
play is carried out based on the participating FMD iden-
tifier and RAID level of the management-side PG con-
figuration information 12060 and the providing capacity
of the management-side FMD information about FMD
12050.

The surplus capacity percentage of the predetermined par-
ity group is displayed as the surplus capacity percentage
of' the parity group. This display is carried out based on
the surplus capacity percentage of the management-side
PG configuration information 12060.

The condition of the predetermined parity group is dis-
played as the condition of the parity group. This display
is carried out based on the blockage information and
surplus capacity percentage of the management-side PG
configuration information 12060.

Note that any of the following values can be displayed as
the condition of the parity group, but other values may be
displayed.

(State 1) Normal (I/O processing is acceptable)

(State 2) Degenerated (see the definition thereof in 3.6.1.
Further, it is also a state in which loss of data occurs when
one of the normal FMD 1030 belonging to the parity group
is blocked (especially in the case of RAID 5))

(State 3) Blocked (unavailable)

(Step 4) Shortage in surplus area (to be often abbreviated as
“surplus shortage” in the diagrams)

(State 5) Degenerated and shortage in surplus area (at least
one of the FMD 1030 belonging to the degenerated parity
group is in a surplus area shortage state)

Note that the value to be displayed as the surplus capacity
percentage in the screen display of FIG. 31 is considered to be
at least one of the followings.

The smallest value out of the surplus capacity percentages
of'one or more FMD 1030 belonging to the parity group.
When monitoring is performed in order to avoid the
degenerated state of the parity group due to shortage in
surplus area, this smallest value is preferred.

The smallest value and the second smallest value out of the
surplus capacity percentages of one or more FMD 1030
belonging to the parity group. When monitoring is per-
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formed in order to avoid the blocked state of the parity
group due to shortage in surplus area, these smallest
values are preferred.

The average value and variance value of the surplus capac-
ity percentages of one or more FMD 1030 belonging to
the parity group.

In addition, the management server 1200 that has received
the management information display request may display a
list of management information relating to the one or more
FMD 1030 belonging to the predetermined party group in the
third pain. Note that the management information is consid-
ered to be the value described in FIG. 30 but may be other
values.

As shown in FIG. 32, the management server 1200 may
display, in the third pain, the management information relat-
ing to the predetermined parity group for each of the plurality
of'parity groups. This display is performed at the point of time
when the manager clicks the display object list having the
character string of “parity group” by using the pointing device
cursor 30040 through the screen display, and thereby the
management server 1200 receives the management informa-
tion display request designating the parity group. As the infor-
mation displayed in the second pain, aggregation information
other than the following may be displayed.

Identifier of the storage system corresponding to the dis-
play object list of the storage system, at the top of the
display object list of the clicked “parity group.”

The number of parity groups defined by the storage system
corresponding to the display object list of the storage
system, at the top of the display object list of the clicked
“parity group.”

The minimum value or average value of the surplus capac-
ity percentages of the parity group defined by the storage
system corresponding to the display object list of the
storage system, at the top of the display object list of the
clicked “parity group.”

Moreover, the management server 1200 that has received
the management information display request may display a
list of management information relating to the one or more
parity groups defined by the storage system 1000 in the third
pain. The management information is considered to be the
values described in FIG. 31 and the information relating to the
FMD 1030 belonging to each parity group, but other value
may be employed.
<7.3.4. Display Relating to the Internal LU>

Information to be screen-displayed when a predetermined
internal LU is designated by the management server 1200 is
described with reference to FIG. 33.

In the example shown in FIG. 33, the display object of
STG1 is double-clicked with the pointing device, and thereby
the display object list corresponding to “storage device,”
“substitution candidate device,” “parity group,” “internal
LU,” and “port” is screen-displayed as the component (re-
gardless of the logical or physical component) belonging to
the storage system identified by STGI1. Further, in the
example shown in FIG. 33, the display object list correspond-
ing to “parity group” is double-clicked with the pointing
device, and thereby display objects corresponding to one or
more internal LUs defined by the storage system 1000 iden-
tified by STG1 (in other words, display objects of I-LU1
through I-LU3 and I-L.Ux) are screen-displayed.

Through the screen display, the manager clicks the display
object of a predetermined internal LU by using the pointing
device cursor 30040 (the internal LU having the identifier of
the I-L.U1 in FIG. 33), and thereby the management server
1200 receives a management information display request des-
ignating the predetermined internal LU.
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The management server 1200 that has received the man-
agement information display request displays at least one of
the followings as the management information relating to the
predetermined internal LU in the second pain.

Identifier of the predetermined internal LU is displayed as
the identifier for specifying the internal LU. This display
is carried out based on the identifier of the internal LU of
the management-side internal LU configuration infor-
mation 12070.

Identifier of the parity group in which the predetermined
internal LU is defined is displayed as the identifier of the
parity group in which the internal LU is defined. This
display is carried out based on the parity group identifier
of'the management-side internal LU configuration infor-
mation 12070.

Block size of the predetermined internal LU is displayed as
the block size of the internal LU. This display is carried
out based on the block size of the management-side
internal LU configuration information 12070.

Providing capacity of the predetermined internal LU is
displayed as the providing capacity of the internal LU.
This display is carried out based on the providing capac-
ity of the management-side internal LU configuration
information 12070.

Surplus capacity percentage of the parity group in which
the predetermined internal LU is defined is displayed as
the surplus capacity percentage of the internal LU. This
display is carried out based on the surplus capacity per-
centage of the management-side internal .U configura-
tion information 12070.

The state of the predetermined internal LU is displayed as
the state of the internal LU. This display is carried out
based on the blockage information and surplus capacity
percentage of the management-side internal LU con-
figuration information 12070.

Any of the following values can be displayed as the state of

the internal LU, but other values may be displayed.

(State 1) Normal (I/O processing is acceptable)

(State 2) Degenerated (see the definition thereof in 3.6.1.
Further, it is also a state in which loss of data occurs when
one of the normal FMD 1030 belonging to the parity group
having the predetermined internal LU defined therein is
blocked (especially in the case of RAID 5))

(State 3) Blocked (unavailable)

(Step 4) Shortage in surplus area (to be often abbreviated as
“surplus shortage” in the diagrams)

(State 5) Degenerated and shortage in surplus area (at least
one of the FMD 1030 belonging to the degenerated parity
group having the predetermined internal LU defined
therein is in a surplus area shortage state)

The value displayed as the surplus capacity percentage in
the screen display of FIG. 33 may be the values described in
the display relating to the parity group illustrated in FIGS. 31
and 32.

Moreover, the management server 1200 that has received
the management information display request may display a
list of management information relating to the one or more
parity groups having the predetermined internal LU defined
therein in the third pain. The management information is
considered to be the values described in FIGS. 31 and 32, but
other value may be employed.

Furthermore, for each of the plurality of internal LUs, the
management server 1200 may display a list of management
information relating to the predetermined internal LU in the
third pain. This display is performed at the point of time when
the manager clicks the display object list having the character
string of “internal LU” by using the pointing device cursor
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30040 through the screen display, and thereby the manage-
ment server 1200 receives the management information dis-
play request designating the parity group. As the information
displayed in the second pain, aggregation information other
than the following may be displayed.

Identifier of the storage system corresponding to the dis-
play object list of the storage system, at the top of the
display object list of the clicked “internal L.U.”

The number of internal I.Us defined by the storage system
corresponding to the display object list of the storage
system, at the top of the display object list of the clicked
“internal LU.”

The minimum value or average value of the surplus capac-
ity percentages of the internal LU defined by the storage
system corresponding to the display object list of the
storage system, at the top of the display object list of the
clicked “parity group.”

<7.3.5. Display Relating to the Logical Unit>

Information to be screen-displayed when a predetermined
LU is designated by the management server 1200 is described
with reference to FIG. 34.

In the example shown in FIG. 34, the display object of
STG1 is double-clicked with the pointing device, and thereby
the display object list corresponding to “storage device,”
“substitution candidate device,” “parity group,” “internal
LU,” and “port” is screen-displayed as the component (re-
gardless of the logical or physical component) belonging to
the storage system identified by STGI1. Further, in the
example shown in FIG. 34, the display object list correspond-
ing to “port” is double-clicked with the pointing device, and
thereby display objects corresponding to one or more ports
possessed by the storage system 1000 identified by STG1 (in
other words, display objects having the character strings of yy
and zz) are screen-displayed. Further, the display object list of
“port” of zz is double-clicked with the pointing device, and
thereby display objects corresponding to one or more logical
units defined by the port with the identifier of zz (in other
words, display objects having the character strings of LUNO
and LUN1) are screen-displayed.

Through the screen display, the manager clicks the display
object of a predetermined LU by using the pointing device
cursor 30040 (the display object having the identifier of
LUNO in FIG. 33), and thereby the management server 1200
receives a management information display request designat-
ing the predetermined logical unit.

The management server 1200 that has received the man-
agement information display request displays at least one of
the followings as the management information relating to the
predetermined logical unit in the second pain.

Identifier for specifying a port in which the predetermined
logical unit is defined is displayed as the identifier for
specifying a port in which the logical unit is defined.
When this identifier is a fiber channel, WWN or port ID
can be employed, and when the identifier is Ethernet, a
MAC address or 1P address can be employed. But other
identifiers may be adopted as well. This display is car-
ried out based on the port identifier of the management-
side LU path information 12080.

Identifier of the predetermined logical unit is displayed as
the identifier for specifying the logical unit. The LUN of
SCSI is considered to be this identifier, but other identi-
fiers may be employed. This display is carried out based
on the LUN of the management-side LU path informa-
tion 12080.

Identifier of the internal LU to which the predetermined
logical unit corresponds is displayed as the identifier of
an internal LU to which the logical unit corresponds.
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This display is carried out based on the internal LU
identifier of the management-side LU path information
12080.

Block size of the predetermined logical unit is displayed as
the block size of the logical unit. This display is carried
out based on the identifier of the internal LU of the
management-side LU path information 12080 and the
block size of the management-side internal LU configu-
ration information 12070.

Providing capacity of the internal LU to which predeter-
mined logical unit corresponds is displayed as the pro-
viding capacity of the logical unit. This display is carried
out based on the identifier of the internal LU of the
management-side LU path information 12080 and the
providing capacity of the management-side internal LU
configuration information 12070.

Surplus capacity percentage of the internal LU to which the
predetermined logical unit corresponds is displayed as
the surplus capacity percentage of the logical unit. This
display is carried out based on the identifier of the inter-
nal LU of the management-side LU path information
12080 and the surplus capacity percentage of the man-
agement-side internal LU configuration information
12070.

The state of the predetermined logical unit is displayed as
the state of the logical unit. This display is carried out
based on the identifier of the internal LU of the manage-
ment-side LU path information 12080 and the blockage
information and surplus capacity percentage of the man-
agement-side internal LU configuration information
12070.

Any of the following values can be displayed as the state of

the logical unit, but other values may be displayed.

(State 1) Normal (I/O processing is acceptable)

(State 2) Degenerated (see the definition thereof in 3.6.1.
Further, it is also a state in which loss of data occurs when
one of the normal FMD 1030 belonging to the parity group
corresponding to the predetermined logical unit is blocked
(especially in the case of RAID 5))

(State 3) Blocked (unavailable)

(Step 4) Shortage in surplus area (to be often abbreviated as
“surplus shortage” in the diagrams)

(State 5) Degenerated and shortage in surplus area (at least
one of the FMD 1030 belonging to the degenerated parity
group corresponding to the predetermined logical unit is in
a surplus area shortage state)

The value displayed as the surplus capacity percentage in
the screen display of FIG. 34 may be the values described in
the display relating to the parity group illustrated in FIGS. 31
and 32.

Moreover, the management server 1200 that has received
the management information display request may display a
list of management information relating to the one or more
parity groups corresponding to the predetermined logical unit
in the third pain. The management information is considered
to be the values described in FIGS. 31 and 32, but other value
may be employed.

Furthermore, for each of the plurality of logical units, the
management server 1200 may display the management infor-
mation relating to the predetermined logical unit in the third
pain. This display is performed at the point of time when the
manager clicks the display object list having the character
string of “port” by using the pointing device cursor 30040
through the screen display, and thereby the management
server 1200 receives the management information display
request designating the predetermined port. As the informa-
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tion displayed in the second pain, aggregation information
other than the following may be displayed.

Identifier of the storage system corresponding to the dis-
play object list of the storage system, at the top of the
display object list of the clicked “port.”

The number of one or more logical units defined with
respect to the port corresponding to the display object
list of the clicked “port.”

The minimum value or average value of the surplus capac-
ity percentages of the one or more logical units defined
with respect to the port corresponding to the display
object list of the clicked “port.”

The management server 1200 that has received the man-
agement information display request may display a list of
management information relating to the one or more parity
groups defined by the storage system 1000 in the third pain.
The management information is considered to be the values
described in FIG. 31 and the information relating to the FMD
1030 belonging to each parity group, but may be other values.
<7.3.6 Display Relating to the Substitution Candidate FMD>

Information to be displayed when a substitution candidate
device is designated by the management server is described
with reference to FIG. 35.

In the example shown in FIG. 35, the display object of
STG1 is double-clicked with the pointing device, and thereby
the display object list corresponding to “storage device,”
“substitution candidate device,” “parity group,” “internal
LU,” and “port” is screen-displayed as the component (re-
gardless of the logical or physical component) belonging to
the storage system identified by STG1.

Through the screen display, the manager clicks the display
object list of the substitution candidate device by using the
pointing device cursor 30040, and thereby the management
server 1200 receives a management information display
request designating the substitution candidate device.

The management server 1200 that has received the man-
agement information display request displays at least one of
the followings as the management information relating to the
substitution candidate device in the second pain.

Identifier of the storage system corresponding to the dis-
play object list of the storage system, at the top of the
display object list of the clicked “substitution candidate
device.” This display is carried out based on the identi-
fier of the storage system of the management-side can-
didate FMD information about substitution 12090.

The number of substitution candidate FMD 1030 pos-
sessed by the storage system corresponding to the dis-
play object list of the storage system, at the top of the
display object list of the clicked “substitution candidate
device.” This display is carried out based on the number
of FMD of the management-side candidate FMD infor-
mation about substitution 12090.

The average surplus capacity percentage or minimum sur-
plus capacity percentage of the substitution candidate
device possessed by the storage system corresponding to
the display object list of the storage system, at the top of
the display object list of the clicked “substitution candi-
date device.” This display is carried out based on the
surplus capacity percentage of the management-side
candidate FMD information about substitution 12090.

For each of the plurality of substitution candidates FMD
1030, the management server 1200 may display at least one of
the following management information items relating to the
substitution candidate FMD 1030, to the third pain. As the
information to be displayed, at least one of the information
items displayed by designating the FMD 1030 in the second
pain can be included, but other information may be displayed.
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<7.3.7. Display Relating to the Application>

Information to be displayed when a predetermined host
and alogical unitrecognized by the predetermined host (here-
inafter, the logical unit recognized by the host is called “host
LU”) are designated by the management server 1200 is
described with reference to FIG. 36.

In the example shown in FIG. 36, a display object of Host1
is double-clicked with the pointing device, and thereby the
display object list corresponding to “application” and “L.U” is
screen-displayed as the component (regardless of the logical
or physical component) belonging to the host 1100 identified
by Hostl is screen-displayed. Further, in the example shown
in FIG. 36, the display object list of “application” is double-
clicked with the pointing device, and thereby the display
object list (i.e., the display objects of “mail server,” “archive
1,” and “web server 1) corresponding to the execution
instances of one or more applications set by the host 1100
identified by the Hostl is screen-displayed. Further, in the
example shown in FIG. 36, the display object list of “Web
server 17 is double-clicked with the pointing device, and
thereby the display objects of one or more host LUs in which
the application execution instances identified by the Web
server 1 are used for data storage or reference (i.e., display
objects of “sdal” and “sda2”) are screen-displayed.

Then, through the screen display, the manager clicks the
display object of a predetermined host LU by using the point-
ing device cursor 30040 (the display object of “sda2” in FIG.
36), and thereby the management server 1200 receives a
management information display request designating the pre-
determined host LU.

The management server 1200 that has received the man-
agement information display request displays at least one of
the followings as the management information relating to the
predetermined host LU in the second pain.

As ahost LU identifier, the identifier to which the host 1100

of a predetermined host LU is allotted is displayed

Identifier of the execution instance of the application,
which corresponds to the display object list of the appli-
cation corresponding to the top of the display objects of
the predetermined host LU, is displayed as the informa-
tion for identifying the application type or the execution
instance of the application. When a plurality of applica-
tion execution instances share the predetermined host
LU, the identifiers of the plurality of application execu-
tion instances may be displayed. This display is carried
out based on the identifier of the execution instance of
the use application of the logical unit operation informa-
tion 12110.

Identifier and LUN number of a port in which the logical
unit corresponding to the predetermined host LU is
defined are displayed as the identifier and LUN number
of'a port in which the host LU is provided as the logical
unit. This display is carried out based on the LUN of the
logical unit operation information 12110.

Capacity detected by the host 1100 as the predetermined
host LU, or providing capacity of the internal LU corre-
sponding to the logical unit associated with the prede-
termined host LU is displayed as the providing capacity
of the host LU. This display is carried out based on the
port identifier and LUN of the use application of the
logical unit operation information 12110, the internal
LU identifier of the management-side .U path informa-
tion, and the providing capacity of the management-side
internal LU configuration information.

Surplus capacity percentage of the internal LU correspond-
ing to the logical unit associated with the predetermined
host LU is displayed as the surplus capacity percentage
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of the host LU. This display is carried out based on the
identifier and LUN of the port of the use application of
the logical unit operation information 12110, the inter-
nal LU identifier of the management-side LU path infor-
mation, and the surplus capacity percentage of the man-
agement-side internal LU configuration information.

Identifier of the operation policy applied to the predeter-
mined host LU, and information including a threshold of
the surplus capacity percentage of the operation policy
and an action taken when the value falls below the
threshold are displayed as the information of the opera-
tion policy provided to the host LU. This display is
carried out based on the application policy identifier of
the logical unit operation information 12110 and the
surplus capacity policy information 12100.

The state of the predetermined host LU is displayed as the
state of the host LU. As the state of the host LU, the
following state is considered to be displayed. This dis-
play is carried out based on the state of the logical unit
operation information 12110.

The state of a corresponding logical unit or internal LU

A state relating to usage setting of the predetermined host
LU of the application execution instance. Considered is
a state, such as “archiving,” for indicating that the
archive data is being stored in the logical unit, a state,
such as “archive completed,” for indicating that the
archive data is completely stored in the logical unit, or a
state, such as “archive operating,” for indicating that the
predetermined host LU recognized by the application is
being applied.

A state considering the status of a failure caused in the host
1100 or the /O network 1300 (e.g., communication
disconnection)

As described hereinafter, the state of the host LU may be
displayed as any character string in accordance with the appli-
cation by the designation made by the manager. In this case,
the state of the internal LU corresponding to the logical unit
associated with the host LU may be displayed as new infor-
mation to be displayed. The information to be referred to is
the same as that described in FIG. 34.

In place of the surplus capacity percentage for screen dis-
play described in FIGS. 30 through 36, other surplus capacity
values may be displayed. Although current surplus capacity
percentages are displayed in the diagrams, they may be dis-
played in a graph including the past surplus capacity values,
so that the manager can estimate a future surplus capacity
value by referring to the past values.

Moreover, the above has described the method for desig-
nating a logical or physical component designated by the
management information display request using the first pain,
but the present invention is not limited to this method. Other
display/designation methods may be used as long as the fol-
lowing designation can be performed with the management
information display request.

Designating a specific logical or physical component (e.g.,

when designating a certain parity group)

Designating a certain type of logical or physical compo-
nent that relates to a predetermined storage system (or a
predetermined component) (e.g., the entire parity
groups defined by the storage system STG1 are desig-
nated)

Note that the designated/displayed contents may be filtered
based on the conditions previously set as these designation
conditions. In addition, information other than the above-
described information may be displayed, or part of the above-
described information may be omitted.
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<7.4. Processing Based on the Policy>
The system management program 12010 carries out the

following processing on the internal LU whose surplus capac-

ity percentage has changed, in response to the change in the
surplus capacity percentage of the internal LU.

(Step 1) The system management program 12010 specifies,
based on the management-side LU path information
12080, a logical unit corresponding to the internal LU
whose surplus capacity percentage has changed.

(Step 2) The system management program 12010 specifies,
based on the logical unit operation information 12110, a
host LU corresponding to the logical unit specified in Step
1.

(Step 3) The system management program 12010 refers to the
application policy identifier of the host LU specified in
Step 2. When the application policy identifier is not stored
as a result of the reference, the processing is ended. When
the application policy identifier is stored as a result of the
reference, an application policy is specified.

(Step 4) The system management program 12010 performs
the following processing on all of the application policies
specified in Step 3.

(Step 4A) The system management program 12010 refers to
the surplus capacity policy information 12100 to determine
the changed surplus capacity percentage of the internal LU
based on an evaluation criterion registered in the threshold.

(Step 4B) When it is determined in Step 4 A that the evaluation
criterion is met, the system management program 12010
carries out the processing based on the contents stored in
the action instruction.

<7.5. Contents of the Action Instruction>

<7.5.1 Host LU State Instruction>
As described above, the manager can designate the con-

tents of the action instruction, whereby operation manage-
ment is realized in accordance with many applications. Fur-
thermore, an instruction to change the state of the host LU can
be described in the action instruction (this instruction is
referred to as “host LU state instruction” in the following
description). In order to realize the operation management in
accordance with many applications, a flexible state corre-
sponding to the applications is preferably displayed as the
state of the host LU to be displayed. Examples of the host LU
state instruction are as follows.

>HOSLUSTAT “any character string”

The system management program 12010 referring to the
contents of the application instruction detects the host LU
state instruction and thereby updates the state of the logical
unit operation information to “any character string.”

<7.5.2. Examples of the Action Instruction>

Examples of the contents of the action instruction are
described hereinafter.

(Example 1) An electronic mail or SNMP strap indicating that
the host LU falls below the threshold is transmitted.

(Example 2) A command or program forusing the host LU for
the archive application is executed with respect to the
execution instance of the application that uses the host LU
below the threshold.

(Example 3) A command or program for moving the appli-
cation data stored in the host LU to another host LU is
executed with respect to the execution instance of the appli-
cation that uses the host LU below the threshold, and/or
with respect to the program of the host 1100. In conjunc-
tion with this, a command or program for preventing at
least to the host LU is executed with respect to the execu-
tion instance. Then, a command or program for causing the
execution instance of the archive program to use the host
LU for archive data storage is executed.
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<7.5.3 Data Migration Processing Relating to the Threshold>
The internal LU corresponding to the FMD 1030 has a

particularly higher random read performance, compared to

HDD. The write performance thereof is not much different

from that of the HDD, depending on FMD and RAID level.

Therefore, the internal LU corresponding to the FMD 1030 is

sometimes for high-speed application. On the other hand,

although there is a limit to the number of writings in the
present invention, the present invention has new parity groups
and internal L.Us that are excellent in the random read perfor-
mance and used for high-speed archive application. Manage-
ment of high-speed Tier, which is a collection of the high-
speed application internal LUs, and management of a high-
speed archive Tier, which is a collection of the high-speed
archive application internal [LUs, are described, the manage-
ment being performed using data migration performed by the

storage system 1000.

First, the configuration control program 4030 of the con-
troller 1010 executes either one or both of the following data
migration.

(Data Migration Processing, Case 1)

(Step 1) The configuration control program 4030 receives,
from the management server, a data migration instruction
designating the identifier of an internal LU to be moved,
and an identifier of the internal LU serving as a destination.

(Step 2) The configuration control program 4030 reads, from
the FMD 1030 of the movement source parity group cor-
responding currently to the internal LU to be moved, write
data stored as the internal LU to be moved.

(Step 3) The configuration control program 4030 writes the
data read in Step 2 into the FMD 1030 belonging to the
movement destination parity group corresponding to the
movement destination internal LU. Note that the address
range for the write destination of the FMD 1030 is the
address range corresponding to the movement destination
internal LU.

(Step 4) The identifier of the internal LU to be moved, which
is stored in the internal LU configuration information 4070,
is replaced with the identifier of the movement destination
internal LU.

(Data Migration Processing, Case 2)

(Step 1) The configuration control program 4030 receives,
from the management server, a data migration instruction
designating the identifier of an internal LU to be moved,
and an identifier of the movement destination parity group
in which is present a providing capacity or more of unal-
located area of the movement target internal LU.

(Step 2) The configuration control program 4030 reads, from
the FMD 1030 of the movement source parity group cor-
responding currently to the internal LU to be moved, write
data stored as the internal LU to be moved.

(Step 3) The configuration control program 4030 writes the
data read in Step 2 into the FMD 1030 belonging to the
movement destination parity group. Note that the address
range for the write destination of the FMD 1030 is an
unallocated address range.

(Step 4) The identifier of the parity group of the internal LU to
be moved, which is stored in the internal LU configuration
information 4070, is changed to the identifier of the move-
ment destination parity group. The start address and the
end address of the internal LU to be moved, which are
stored in the internal LU configuration information 4070,
are changed to the beginning and the ending of the address
range on the parity group in which the write destination
address range of the FMD 1030 is converted to the address
range of the parity group.
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The system management program 12010 uses the data
migration performed in the storage system 1000 to manage
the two Tiers by performing the following processing.

(Step 0) The system management program 12010 manages an
internal LU having a surplus capacity percentage exceed-
ing a predetermined threshold, as an internal LU belonging
to the high-speed Tier.

(Step 1) The system management program 12010 detects the
presence of a parity group falling below the predetermined
threshold, and specifies the identifier of the parity group.
The system management program 12010 then specifies one
or more internal LUs defined in the parity group as the
movement source internal LU.

(Step 2) The system management program 12010 changes the
position of the movement source internal LU from the
high-speed Tier to the high-speed archive Tier, and dis-
plays the position Tier of the movement source internal LU
along with the high-speed archive Tier, according to need.

(Step 3) The system management program 12010 specifies an
internal LU having all of the following conditions, as the
movement destination internal LU.

Being defined in a parity group different from the parity

group falling below the predetermined threshold.

Having the same capacity as the movement source internal

LU.

Not being used by the host 1100.

When screen display is performed at this moment, the
movement destination internal LU is displayed as being posi-
tioned in the high-speed Tier.

(Step 4) The system management program 12010 transmits a
data migration request designating the identifier of the
movement source internal LU and the identifier of the
movement destination internal LU to the controller 1010.
The controller 1010 migrates the data of the internal LU in
response to the request.

(Step 5) Once the completion of the data migration is
detected, the system management program 12010 displays
on the screen that the position of the movement destination
internal LU is changed to Tier for the high-speed archive
application. The fact that the movement source internal LU
belongs to the high-speed Tier is also displayed. FIG. 38
shows an example of this screen display, wherein the dis-
play of the first pain is changed such that the movement
destination internal LU that belongs to the high-speed Tier
that can be applied to the write request before data migra-
tion newly belongs to the Tier for the high-speed archive
application. With this display, the manager can know that
the position of the movement destination internal LU has
been changed to the one for the high-speed archive appli-
cation, and effectively use the FMD 1030 that is likely to
run out of the surplus area.

The above has described the case based on Case 1 of the
data migration processing, but when Case 2 of the data migra-
tion processing is used, the movement destination parity
group may be designated or displayed in place of the move-
ment destination internal LU. Moreover, for the parity group
for the high-speed archive application, the system manage-
ment program 12010 may automatically transmit to the stor-
age system 1000 a request for defining the internal LU having
a predetermined providing capacity, and display the fact that
the defined internal LU belongs to the high-speed archive
Tier. Note that the followings can be considered as examples
of operating the internal LU or parity group belonging to the
high-speed archive Tier as shown in FIG. 38.

The system management program 12010 receives from the

manager an allocation request for allocating the internal
LU or parity group belonging to the high-speed archive
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Tier to the archive program or the archive server. The
system management program 12010 changes the set-
tings of the archive server or the archive program and
allocates the internal LU or parity group belonging to the
high-speed archive Tier to the archive program.

The system management program 12010 receives from the
manager a data migration request designating a certain
internal LU as a movement target, and the internal LU or
parity group belonging to the high-speed archive Tier as
the movement destination. The system management
program 12010 receives the data migration request and
transmits a data migration request that designates the
internal LU of the storage system as the movement tar-
get, and the internal LU or parity group belonging to the
high-speed archive Tier as the movement destination.
Examples of “certain internal LLU” described above
include an internal LU which is defined in a HDD or a
parity group to which the FMD 1030 belongs and has
low update frequency (or has the archive data stored
therein).

Note that this display and the processing based on the
policy may use other surplus capacity values instead of the
surplus capacity percentages.

An embodiment of the present invention was described
above, but it merely illustrates the present invention, and it is
to be understood that the scope of the present invention is not
limited to this embodiment. The present invention can be
carried out in a variety of other modes. For example, the
controller 1010 can employ another configuration. For
example, instead of the above-described configuration, the
controller may comprise a plurality of first control units (for
example, control circuit boards) for controlling the commu-
nication with a higher-level device, a plurality of second
controlunits (for example, control circuit boards) for control-
ling the communication with the FMD 1030, a cache memory
capable of storing data exchanged between the higher-level
device and FMD 1030, a control memory capable of storing
data for controlling the storage system 1000, and a connection
unit (for example, a switch such as a cross-bus switch) for
connecting the first control units, second control units, cache
memory, and control memory. In this case, one of the first
control units and second control units or a combination
thereof can perform processing as the above-described con-
troller 1010. The control memory may be absent; in this case,
an area for storing information for storage by the control
memory may be provided in a cache memory.

Further, In case of FMD controller 2010 has a maximum
number of concurrent access to the plural FMP, all three types
of FMD may be report the number instead of the number of
FMP implemented in the FMD (especially, the number is
used for the performance consideration).

In addition, in the above explanation, because the FMD
controller 2010 performs wear leveling, the controller 1010
acquires the surplus capacity value from the FMD controller
2010 and transmits the surplus capacity value of the FMD
1030 calculated based on this value to the management server
1200. If the controller 1010 carries out the wear leveling
processing, the surplus capacity value may be calculated
based on the information on the surplus area managed by the
controller 1010. Also, in the above explanation, although the
management server 1200 realizes the calculation of the sur-
plus capacity value of the physical or logical component other
than FMD, the controller 1010 may calculate the surplus
capacity value. Moreover, the providing capacity is screen-
displayed according to the above explanation, but informa-
tion relating to the providing capacity such as the number of
providing blocks may be display instead. For the display or
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processing performed based on the surplus capacity value for
the internal LU, the surplus capacity value may be replaced
with the surplus capacity value for the logical unit, the surplus
capacity value for the parity group, and the surplus capacity
value for the host LU, to perform the display or processing.

As described above, an aspect of the present invention is
disclosed as an information system, which has: a computer; a
storage system, which includes a flash memory device, a
cache memory, and a storage controller with storage configu-
ration information, and which provides a logical unit to the
computer by using the flash memory device; and a manage-
ment system managing the storage system and the computer,
wherein the storage controller stores, in the storage configu-
ration information, a first surplus capacity value that is based
on a capacity of a surplus area of the flash memory device,
generates storage management information based on the stor-
age configuration information, and transmits the storage
management information to the management system, and
wherein the management system receives the storage man-
agement information, and displays a management surplus
capacity value that relates to the storage system, based on the
storage management information.

Another aspect of the present invention discloses that the
storage controller may store, in the storage configuration
information, information representing a definition of a parity
group using the flash memory device, and information repre-
senting a correspondence relationship between the logical
unit and the parity group, that the storage controller may
dispersively or redundantly write, based on the definition of
the parity group, write data of a write request designating the
logical unit, to the flash memory device that belongs to the
parity group corresponding to the designated logical unit, and
that if displaying the management surplus capacity value, a
second surplus capacity value of the parity group or a value
converted into the second surplus capacity value for conver-
sion may be displayed.

Another aspect of the present invention discloses that the
storage management information may include the first sur-
plus capacity value of the flash memory device, and that the
management system may calculate the second surplus capac-
ity value of the parity group on the basis of the first surplus
capacity value for the flash memory device.

Another aspect of the present invention discloses that the
storage controller may calculate the second surplus capacity
value of the parity group on the basis of the first surplus
capacity value of the flash memory device, and that the stor-
age management information may include the second surplus
capacity value.

Another aspect of the present invention discloses that the
storage controller may store, in the storage configuration
information, information representing a definition of a parity
group using the flash memory device, information represent-
ing a correspondence relationship between the parity group
and an internal logical unit defined using the parity group, and
information representing a correspondence relationship
between the internal logical unit and the logical unit, that the
storage controller may transmit identification information of
the internal logical unit corresponding to the designated logi-
cal unit in response to a device inquiry request designating the
logical unit, may dispersively or redundantly write, to the
flash memory device belonging to the parity group corre-
sponding to the designated logical unit, write data of a write
request designating the designated logical unit on the basis of
the definition of the parity group and the definition of the
internal logical unit, and that if displaying the management
surplus capacity value, a third surplus capacity value of the
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internal logical unit or a value converted into the third surplus
capacity value for conversion may be displayed.

Another aspect of the present invention discloses that the
storage management information may have the first surplus
capacity value of the flash memory device, and that the man-
agement system may calculate the third surplus capacity
value of the internal logical unit on the basis of the first
surplus capacity value of the flash memory device.

Another aspect of the present invention discloses that the
storage controller may calculate the third surplus capacity
value of the internal logical unit on the basis of the first
surplus capacity value of the flash memory device, and that
the storage management information may include the third
surplus capacity value.

Another aspect of the present invention discloses that if
displaying the management surplus capacity value, a fourth
surplus capacity value of the logical unit or a value converted
into the fourth surplus capacity value for conversion is dis-
played, that the storage management information may
include the first surplus capacity value of the flash memory
device, and that the management system may calculate the
fourth surplus capacity value of the logical unit based on the
first surplus capacity value of the flash memory device.

Another aspect of the present invention discloses that when
displaying the management surplus capacity value, a fourth
surplus capacity value of the logical unit or a value converted
into the fourth surplus capacity value for conversion is dis-
played, that the management system may calculate the fourth
surplus capacity value of the logical unit based on the first
surplus capacity value of the flash memory device, and that
the storage management information may include the fourth
surplus capacity value.

Another aspect of the present invention discloses that the
management system may store a policy for evaluating the
management surplus capacity value, and that the manage-
ment system may, based on the storage management infor-
mation and the policy, display or manage a low update fre-
quency application of the logical unit in which the surplus
area of the flash memory corresponding to the logical unit is
determined to be insufficient.

Another aspect of the present invention discloses that the
computer may execute an archive program, and that the man-
agement system may transmit to the computer an allocation
request for allocating the logical unit to the archive program,
the logical unit being determined as the low update frequency
application.

Another aspect of the present invention discloses that the
management system may transmit to the storage system a
data migration request for setting the logical unit as a move-
ment destination, the logical unit being determined as the low
update frequency application.

Another aspect of the present invention discloses a man-
agement system that manages a computer and a storage sys-
tem that provides a logical unit to the computer using the flash
memory device, the management system including: a port for
receiving, from the storage system, a first surplus capacity
value relating to a capacity of a surplus area of the flash
memory device; a memory for storing storage configuration
information and management-side storage configuration
information storing the first surplus capacity value; a proces-
sor for monitoring the storage system using the port; and an
input/output device for displaying a state of the storage sys-
tem using the management-side storage configuration infor-
mation, wherein the processor generates a management sur-
plus capacity value relating to the storage system on the basis
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of the management-side storage management information,
and the input/output device displays the management surplus
capacity value.

Another aspect of the present invention discloses that the
management-side storage configuration information may
store a second surplus capacity value of a parity group defined
by the storage system, and that the management surplus
capacity value may be the second surplus capacity value of
the parity group.

Another aspect of the present invention discloses a man-
agement method of a management system that manages a
computer and a storage system that provides a logical unit to
the computer using the flash memory device, the method
including: a step in which the management system receives
from the storage system a first surplus capacity value relating
to a capacity of a surplus area of the flash memory device; a
step in which the management system stores storage configu-
ration information and management-side storage configura-
tion information storing the first surplus capacity value; a step
in which the management system generates a management
surplus capacity value relating to the storage system on the
basis of the management-side storage management informa-
tion; and a step in which the management system displays the
management surplus capacity value by using an input/output
device of the management system.

However, the present invention discloses aspects other than
the above aspects.

The invention claimed is:

1. An information system, comprising:

a computer,

a storage system, which includes a plurality of flash
memory devices and a storage controller coupled to the
flash memory devices,
wherein each of the flash memory devices includes a

plurality of providing areas and one or more surplus

areas, the providing areas are storage areas provided
by the flash memory device, and the surplus areas are
storage areas used as alternatives to the providing
areas when one or more of the providing areas are
unused for storing data, and the surplus areas are
physically or logically separately secured from the
providing areas,

wherein the storage controller is configured to:

(a) define a plurality of logical components using the
providing areas of the flash memory devices, with
storing relations between the flash memory devices
and the logical components being configuration
information;

(b) process an 1/O request from the computer, com-
prising converting an address designated by the I/O
request to an address of at least one of the logical
components and converting the address of the at
least one of the logical components to an address of
at least one of the flash memory devices, according
to the configuration information; and

(c) for each of the flash memory devices, store a
surplus capacity value based on a capacity of the
surplus areas in the each of the flash memory
devices, and

the computer configured to define a plurality of computer-
side logical components corresponding to the at least
one of the logical components defined in the storage
system, and

a management system configured to:

(A) receive an operation request, which designates a cer-
tain computer-side logical component;
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(B) calculate a management surplus capacity value by:

(1) selecting one or more logical components among the
logical components related to the designated com-
puter-side logical component;

(2) selecting one or more flash memory devices among
the flash memory devices related to the selected logi-
cal component in the (1), by referring to the configu-
ration information;

(3) acquiring one or more surplus capacity values cor-
responding to the one or more flash memory devices
selected in the (2); and

(4) statistically calculating a first another management
surplus capacity value based on the one or more sur-
plus capacity values acquired in the (3), and

(C) display the management surplus capacity value of the
designated computer-side logical component, which
indicates that a degenerating or blockage risk of the
designated computer-side logical component is
increased when the management surplus capacity value
becomes close to a defined value.

2. The information system according to claim 1, wherein
the (4) statistically calculating the management surplus
capacity value comprises calculating a minimum, average, or
variance of the one or more surplus capacity values acquired
in the (3).

3. The information system according to claim 1, wherein
the plurality of computer-side logical components are com-
puter-side LUs.

4. The information system according to claim 1,

wherein the storage controller is configured to dynamically
change the relations between the flash memory devices
and the logical components, and

wherein, after changing the relations, process (2) considers
the changed relations.

5. The information system according to claim 4,

wherein the storage controller is configured to dynamically
change the relations autonomously.

6. The information system according to claim 1, wherein

the management system is further configured to:

(D) receive an operation request, which designates a cer-
tain flash memory device; and

(E) display a second another management surplus capacity
value of the designated flash memory device, which
indicates that a blockage risk of the designated flash
memory device is increased when the second another
management surplus capacity value becomes close to a
defined value.

7. The information system according to claim 1,

wherein, as the surplus areas are physically or logically
separately secured from the providing areas, the surplus
areas are:

(1) used by a wear leveling technology before the one or
more of the providing areas are unused, so that a part of
the surplus areas and a part of the providing areas are
exchanged, or

(i1) unused by the wear leveling technology before the one
or more of the providing areas are unused.

8. A non-transitory computer readable medium having
machine instructions stored therein, the instructions being
executable by one or more computers of a management sys-
tem or a storage system,

wherein the storage system includes a plurality of flash
memory devices and a storage controller coupled to the
flash memory devices, wherein each of the flash memory
devices includes a plurality of providing areas and one or
more surplus areas, the providing areas are storage areas
provided by the flash memory device, and the surplus
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areas are storage areas used as alternatives to the pro-

viding areas when one or more of the providing areas are

unused for storing data, and the surplus areas are physi-
cally or logically separately secured from the providing
areas,

wherein the instructions when executed, cause the one or
more computers of the storage system to perform opera-
tions comprising:

(a) defining a plurality of logical components using the
providing areas of the flash memory devices, with stor-
ing relations between the flash memory devices and the
logical components being configuration information;

(b) processing an 1/O request from a computer, comprising
converting an address designated by the I/O request to an
address of at least one of the plurality of logical compo-
nents and converting the address of the at least one of the
plurality of logical components to an address of at least
one of the flash memory devices, according to the con-
figuration information; and

(c) for each of the flash memory devices, storing a surplus
capacity value based on a capacity ofthe surplus areas in
the each of the flash memory devices,

wherein the at least one of the plurality of logical compo-
nents corresponds to a plurality of computer-side logical
components defined by the computer, and

wherein the instructions when executed, further cause the
one or more computers of the management system to
perform operations comprising:

(A) receiving an operation request, which designates a
certain computer-side logical component;

(B) calculating a management surplus capacity value by:
(1) selecting one or more logical components among the

logical components related to the designated com-
puter-side logical component;

(2) selecting one or more flash memory devices among
the flash memory devices related to the selected logi-
cal component in the (1), by referring to the configu-
ration information;

(3) acquiring one or more surplus capacity values cor-
responding to the one or more flash memory devices
selected in the (2); and

(4) statistically calculating a first another management
surplus capacity value based on the one or more sur-
plus capacity values acquired in the (3), and

(C) displaying the management surplus capacity value of
the designated computer-side logical component, which
indicates that a degenerating or blockage risk of the
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designated computer-side logical component is
increased when the management surplus capacity value
becomes close to a defined value.

9. The non-transitory computer readable medium accord-
ing to claim 8, wherein the instructions for (4) statistically
calculating the management surplus capacity value com-
prises calculating a minimum, average, or variance of the one
or more surplus capacity values acquired in the (3).

10. The non-transitory computer readable medium accord-
ing to claim 8, wherein the plurality of computer-side logical
components are computer-side L.Us.

11. The non-transitory computer readable medium accord-
ing to claim 8,

wherein the storage controller is configured to dynamically
change the relations between the flash memory devices
and the logical components, and

wherein, after changing the relations, process (2) considers
the changed relations.

12. The non-transitory computer readable medium accord-

ing to claim 11,

wherein the storage controller is configured to dynamically
change the relations autonomously.

13. The non-transitory computer readable medium accord-

ing to claim 8, further comprising the instructions to:

(D) receive an operation request, which designates a cer-
tain flash memory device; and

(E) display a second another management surplus capacity
value of the designated flash memory device, which
indicates that a blockage risk of the designated flash
memory device is increased when the second another
management surplus capacity value becomes close to a
defined value.

14. The non-transitory computer readable medium accord-

ing to claim 8,

wherein, as the surplus areas are physically or logically
separately secured from the providing areas, the surplus
areas are:

(1) used by a wear leveling technology before the one or
more of the providing areas are unused, so that a part of
the surplus areas and a part of the providing areas are
exchanged, or

(i1) unused by the wear leveling technology before the one
or more of the providing areas are unused.
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